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Preface

This redbook provides an introduction as well as a reference to the Transmission
Control Protocol/Internet Protocol (TCP/IP) suite of protocols and applications,
which provide the foundation and framework for many computer networks, among
them the world's largest, the Internet. This redbook explains the basics of TCP/IP
and also includes an overview of the latest developments in the world of TCP/IP
and the Internet. Special areas of interest are security (IPSec, VPN, certificate and
key management, etc.), Java, IP mobility and address management, multicasting,
priority and bandwidth reservation, IPv6, directory protocols and, last but not least,
the latest hardware and software developments.

To provide a comprehensive presentation of the topics, this book is structured as
follows:

e Part 1 describes the history, architecture and standards of TCP/IP and also
includes the core network, transport, routing and application protocols of the
TCP/IP suite.

e Part 2 introduces new architectures and special purpose protocols, such as IP
Version 6, IP security, quality of service, load balancing and Internet protocols.

e Part 3 discusses network connections and platform implementations of TCP/IP.

It has always been the purpose of this redbook to provide an introduction and
overview that is valuable to the TCP/IP novice to find the bearings in the world of
heterogeneous connectivity. For the benefit of readers who are new to TCP/IP, this
basic information has been included with this edition in Part 1.

It is the main intention of the authors of this edition, however, to provide in-depth
information on the most current protocols, technologies and implementations of
TCP/IP available today and which are actually used and deployed throughout the
Internet as well as in private TCP/IP networks. This material has been compiled as
both an overview as well as a technical reference for advanced TCP/IP users and
experts in this area who want to broaden their scope of knowledge.

The Team That Wrote This Redbook

This redbook was produced by a team of specialists from around the world working
at the International Technical Support Organization, Raleigh Center. The leader of
this project was Martin W. Murhammer.

Martin W. Murhammer is a Senior I/T Availability Professional at the International
Technical Support Organization Raleigh Center. Before joining the ITSO in 1996,
he was a Systems Engineer in the Systems Service Center at IBM Austria. He has
13 years of experience in the personal computing environment including such areas
as heterogeneous connectivity, server design, system recovery, and Internet
solutions. He is an IBM Certified OS/2 Engineer and a Certified LAN Server
Engineer and has previously coauthored nine redbooks during projects at the ITSO
Raleigh and Austin Centers.

Orcun Atakan is an Internet Specialist at the Information Systems Technical
Support help desk in IBM Turkey, where he has been working for three years. His
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a Bachelor's Degree in Computer Engineering from the Berufsakademie (University
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Larry R. Pugh has worked for IBM for 25 years. His career at IBM includes jobs
as a Systems Programmer, Systems Engineer, and Telecommunications Analyst.
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he assisted IBM customers with configuring and implementing SNA networks. Ten
years ago he joined IBM Education, where he is currently working as an
Instructor/Developer. He developed and taught SNA courses before he switched to
TCP/IP courses and lab configurations for TCP/IP networks six years ago. Larry
graduated from Grambling State University in Grambling, La., in 1973 with a degree
in Applied Mathematics and Computer Science.

Kazunari Suzuki is an Advisory I/T Specialist working for the Network Design
Support Office at IBM Japan. He has five years of experience supporting IBM
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Chapter 1. Introduction to TCP/IP - History, Architecture and
Standards

Today, the Internet, World Wide Web, and Information Super Highway are familiar
terms to millions of people all over the world. Transmission Control
Protocol/Internet Protocol (TCP/IP) is the protocol suite developed for the Internet.
In this chapter we describe how the Internet was formed, how it developed and how
it is likely to develop in the future. We also look at the basic properties of TCP/IP.

1.1 Internet History - Where It All Came From

Networks have become a fundamental, if not the most important, part of today's
information systems. They form the backbone for information sharing in
enterprises, governmental and scientific groups. That information can take several
forms. It can be notes and documents, data to be processed by another computer,
files sent to colleagues, and even more exotic forms of data.

Most of these networks were installed in the late 60s and 70s, when network
design was the "state of the art" topic of computer research and sophisticated
implementers. It resulted in multiple networking models such as packet-switching
technology, collision-detection local area networks, hierarchical enterprise networks,
and many other excellent technologies.

From the early 70s on, another aspect of networking became important: protocol
layering, which allows applications to communicate with each other. A complete
range of architectural models were proposed and implemented by various research
teams and computer manufacturers.

The result of all this great know-how is that today any group of users can find a
physical network and an architectural model suitable for their specific needs. This
ranges from cheap asynchronous lines with no other error recovery than a
bit-per-bit parity function, through full-function wide area networks (public or private)
with reliable protocols such as public packet-switching networks or private SNA
networks, to high-speed but limited-distance local area networks.

The down side of this exploding information sharing is the rather painful situation
when one group of users wants to extend its information system to another group
of users who happen to have a different network technology and different network
protocols. As a result, even if they could agree on a type of network technology to
physically interconnect the two locations, their applications (such as mailing
systems) still would not be able to communicate with each other because of the
different protocols.

This situation was recognized rather early (beginning of the 70s) by a group of
researchers in the U.S. who came up with a new principle: internetworking. Other
official organizations became involved in this area of interconnecting networks, such
as ITU-T (formerly CCITT) and I1SO. All were trying to define a set of protocols,
layered in a well-defined suite, so that applications would be able to talk to other
applications, regardless of the underlying network technology and the operating
systems where those applications run.
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1.1.1 Internetworks

Those original designers, funded by the Defense Advanced Research Projects
Agency (DARPA), of the ARPANET protocol suite introduced fundamental concepts
such as layering and virtualizing in the world of networking, well before 1ISO even
took an interest in networking.

The official organization of those researchers was the ARPANET Network Working
Group, which had its last general meeting in October 1971. DARPA continued its
research for an internetworking protocol suite, from the early NCP (Network Control
Program) host-to-host protocol to the TCP/IP protocol suite, which took its current
form around 1978. At that time, DARPA was well known for its pioneering of
packet-switching over radio networks and satellite channels. The first real
implementations of the Internet were found around 1980 when DARPA started
converting the machines of its research network (ARPANET) to use the new
TCP/IP protocols. In 1983, the transition was completed and DARPA demanded
that all computers willing to connect to its ARPANET use TCP/IP.

DARPA also contracted Bolt, Beranek, and Newman (BBN) to develop an
implementation of the TCP/IP protocols for Berkeley UNIX on the VAX and funded
the University of California at Berkeley to distribute that code free of charge with
their UNIX operating system. The first release of the Berkeley Software Distribution
to include the TCP/IP protocol set was made available in 1983 (4.2BSD). From
that point on, TCP/IP spread rapidly among universities and research centers and
has become the standard communications subsystem for all UNIX connectivity.
The second release (4.3BSD) was distributed in 1986, with updates in 1988
(4.3BSD Tahoe) and 1990 (4.3BSD Reno). 4.4BSD was released in 1993. Due to
funding constraints, 4.4BSD was the last release of the BSD by the Computer
Systems Research Group of the University of California at Berkeley.

As TCP/IP internetworking spread rapidly, new wide area networks were created in
the U.S. and connected to ARPANET. In turn, other networks in the rest of the
world, not necessarily based on the TCP/IP protocols, were added to the set of
interconnected networks. The result is what is described as The Internet. Some
examples of the different networks that have played key roles in this development
are described in the next sections.

1.1.2 The Internet

What exactly is the Internet? First, the word internet (also internetwork) is simply a
contraction of the phrase interconnected network. However, when written with a
capital “I” the Internet refers to a worldwide set of interconnected networks, so the
Internet is an internet, but the reverse does not apply. The Internet is sometimes
called the connected Internet.

The Internet consists of the following groups of networks (see the following sections
for more information on some of these):

» Backbones: large networks that exist primarily to interconnect other networks.
Currently the backbones are NSFNET in the US, EBONE in Europe, and large
commercial backbones.

* Regional networks connecting, for example, universities and colleges.

e Commercial networks providing access to the backbones to subscribers, and
networks owned by commercial organizations for internal use that also have
connections to the Internet.
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* Local networks, such as campus-wide university networks.

In many cases, particularly for commercial, military and government networks,
traffic between these networks and the rest of the Internet is restricted (see also
5.3, “Firewalls” on page 280).

1.1.3 ARPANET

Sometimes referred to as the “grand-daddy of packet networks,” the ARPANET was
built by DARPA (which was called ARPA at that time) in the late 60s to
accommodate research equipment on packet-switching technology and to allow
resource sharing for the Department of Defense's contractors. The network
interconnected research centers, some military bases and government locations. It
soon became popular with researchers for collaboration through electronic mail and
other services. It was developed into a research utility run by the Defense
Communications Agency (DCA) by the end of 1975 and split in 1983 into MILNET
for interconnection of military sites and ARPANET for interconnection of research
sites. This formed the beginning of the “capital I” Internet.

In 1974, the ARPANET was based on 56 Kbps leased lines that interconnected
packet-switching nodes (PSN) scattered across the continental U.S. and western
Europe. These were minicomputers running a protocol known as 1822 (after the
number of a report describing it) and dedicated to the packet-switching task. Each
PSN had at least two connections to other PSNs (to allow alternate routing in case
of circuit failure) and up to 22 ports for user computer (host) connections. These
1822 systems offered reliable, flow-controlled delivery of a packet to a destination
node. This is the reason why the original NCP protocol was a rather simple
protocol. It was replaced by the TCP/IP protocols, which do not assume reliability
of the underlying network hardware and can be used on other-than-1822 networks.
This 1822 protocol did not become an industry standard, so DARPA decided later
to replace the 1822 packet switching technology with the CCITT X.25 standard.

Data traffic rapidly exceeded the capacity of the 56 Kbps lines that made up the
network, which were no longer able to support the necessary throughput. Today
the ARPANET has been replaced by new technologies in its role of backbone on
the research side of the connected Internet (see NSFENET later in this chapter),
whereas MILNET continues to form the backbone of the military side.

1.1.4 NSENET

NSFNET, the National Science Foundation Network, is a three-level internetwork in
the United States consisting of:

e The backbone: a network that connects separately administered and operated
mid-level networks and NSF-funded supercomputer centers. The backbone
also has transcontinental links to other networks such as EBONE, the
European IP backbone network.

* Mid-level networks: of three kinds (regional, discipline-based and
supercomputer consortium networks).

e Campus networks: whether academic or commercial, connected to the
mid-level networks.

First Backbone
Originally established by the National Science Foundation (NSF) as a
communications network for researchers and scientists to access the
NSF supercomputers, the first NSFNET backbone used six DEC
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LSI/11 microcomputers as packet switches, interconnected by 56
Kbps leased lines. A primary interconnection between the NSFNET
backbone and the ARPANET existed at Carnegie Mellon, which
allowed routing of datagrams between users connected to each of
those networks.

Second Backbone

The need for a new backbone appeared in 1987, when the first one
became overloaded within a few months (estimated growth at that
time was 100% per year). The NSF and MERIT, Inc., a computer
network consortium of eight state-supported universities in Michigan,
agreed to develop and manage a new, higher-speed backbone with
greater transmission and switching capacities. To manage it they
defined the Information Services (IS) which is comprised of an
Information Center and a Technical Support Group. The Information
Center is responsible for information dissemination, information
resource management and electronic communication. The Technical
Support Group provides support directly to the field. The purpose of
this is to provide an integrated information system with
easy-to-use-and-manage interfaces accessible from any point in the
network supported by a full set of training services.

Merit and NSF conducted this project in partnership with IBM and
MCI. IBM provided the software, packet-switching and
network-management equipment, while MCI provided the
long-distance transport facilities. Installed in 1988, the new network
initially used 448 Kbps leased circuits to interconnect 13 nodal
switching systems (NSS) supplied by IBM. Each NSS was composed
of nine IBM RISC systems (running an IBM version of 4.3BSD UNIX)
loosely coupled via two IBM Token-Ring Networks (for redundancy).
One Integrated Digital Network Exchange (IDNX) supplied by IBM was
installed at each of the 13 locations, to provide:

e Dynamic alternate routing
e Dynamic bandwidth allocation

Third Backbone

In April 1995
part a reactio

In 1989, the NSFNET backbone circuits topology was reconfigured
after traffic measurements and the speed of the leased lines
increased to T1 (1.544 Mbps) using primarily fiber optics.

Due to the constantly increasing need for improved packet switching
and transmission capacities, three NSSs were added to the backbone
and the link speed was upgraded. The migration of the NSFNET
backbone from T1 to T3 (45Mbps) was completed in late 1992. The
subsequent migration to gigabit levels has already started and will
continue through the late 1990s.

the US government discontinued its funding of NSFNET. This was in
n to growing commercial use of the network. About the same time,

NSFNET gradually migrated the main backbone traffic in the U.S. to commercial

network servi

ce providers, and NSFNET reverted to being a network for the

research community. The main backbone network is now run in cooperation with
MCI and is known as the vBNS (very high speed Backbone Network Service).
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NSFNET has played a key role in the development of the Internet. However, many
other networks have also played their part and/or also make up a part of the
Internet today.

1.1.5 Commercial Use of the Internet

In recent years the Internet has grown in size and range at a greater rate than
anyone could have predicted. A number of key factors have influenced this growth.
Some of the most significant milestones have been the free distribution of Gopher
in 1991, the first posting, also in 1991, of the specification for hypertext and, in
1993, the release of Mosaic, the first graphics-based browser. Today the vast
majority of the hosts now connected to the Internet are of a commercial nature.
This is an area of potential and actual conflict with the initial aims of the Internet,
which were to foster open communications between academic and research
institutions. However, the continued growth in commercial use of the Internet is
inevitable so it will be helpful to explain how this evolution is taking place.

One important initiative to consider is that of the Acceptable Use Policy (AUP). The
first of these policies was introduced in 1992 and applies to the use of NSFNET. A
copy of this can be obtained at nic.merit.edu/nsfnet/acceptable.use.policy. At the
heart of this AUP is a commitment "to support open research and education”.
Under "Unacceptable Uses" is a prohibition of "use for for-profit activities", unless
covered by the General Principle or as a specifically acceptable use. However, in
spite of this apparently restrictive stance the NSFNET was increasingly used for a
broad range of activities, including many of a commercial nature, before reverting to
its original objectives in 1995.

The provision of an AUP is now commonplace among Internet Service Providers,
although the AUP has generally evolved to be more suitable for commercial use.
Some networks still provide services free of any AUP.

Let us now focus on the Internet service providers who have been most active in
introducing commercial uses to the Internet. Two worth mentioning are PSINet and
UUNET, which began in the late 80s to offer Internet access to both businesses
and individuals. The California-based CERFnet provided services free of any AUP.
An organization to interconnect PSINet, UUNET and CERFnet was formed soon
after, called the Commercial Internet Exchange (CIX), based on the understanding
that the traffic of any member of one network may flow without restriction over the
networks of the other members. As of July 1997, CIX had grown to more than 146
members from all over the world connecting member internets. At about the same
time that CIX was formed, a non-profit company, Advance Network and Services
(ANS), was formed by IBM, MCI and Merit, Inc. to operate T1 (subsequently T3)
backbone connections for NSFNET. This group was active in increasing the
commercial presence on the Internet.

ANS formed a commercially oriented subsidiary called ANS CO+RE to provide
linkage between commercial customers and the research and education domains.
ANS CO+RE provides access to NSFNET as well as being linked to CIX. In 1995
ANS was acquired by America Online.

In 1995, as the NSFNET was reverting to its previous academic role, the
architecture of the Internet changed from having a single dominant backbone in the
U.S. to having a number of commercially operated backbones. In order for the
different backbones to be able to exchange data, the NSF set up four Network
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Access Points (NAPS) to serve as data interchange points between the backbone
service providers.

Another type of interchange is the Metropolitan Area Ethernet (MAE). Several
MAEs have been set up by Metropolian Fiber Systems (MFS), who also have their
own backbone network. NAPs and MAEs are also referred to as public exchange
points (IXPs). Internet Service Providers (ISPs) typically will have connections to a
number of IXPs for performance and backup.

Similar to CIX in the United States, European Internet providers formed the RIPE
(Réseaux IP Européens) organization to ensure technical and administrative
coordination. RIPE was formed in 1989 to provide a uniform IP service to users
throughout Europe. Currently, more than 1000 organizations participate in RIPE,
and close to 6 million hosts (as of February 1998) could be reached via
RIPE-coordinated networks.

Today, the largest Internet backbones run at OC3 (155 Mbps) or OC12 (622 Mbps).
By late 1998 OC12 should be the standard speed for major backbones.

1.1.6 Information Superhighway

One recent and important initiative was the creation of the U.S. Advisory Council
on the National Information Infrastructure (NIIAC) headed by U.S. Vice President Al
Gore (who has been credited with coining the phrase “information superhighway”).
The Advisory Council, which was made up of representatives from many areas of
industry, government, entertainment and education, met for a period of two years
from 1994-6. At the end of their term, they concluded their work with the publishing
of two major reports:

e Kickstart Initiative: Connecting America's Communities to the Information
Superhighway

e A Nation of Opportunity: Realizing the Promise of the Information
Superhighway

Among the findings in these reports are the goal that every person in the U.S.
should have access to the Internet by the year 2005, with all schools and libraries
being connected by the year 2000.

Although the reports do not specify direct government funding for expansion of the
Internet, preferring "commercial and competitive initiatives” to be the driving force, it
does give a responsibility to all levels of government to ensure fair access and
remove regulatory obstacles. Both reports may be found at:

http://www.benton.org/contents.html

From a more international perspective, the Group of Seven (G7) ministers met in
Brussels in February 1995 to discuss the emerging Global Information Infrastructure
(GII). The conference was attended by science, technology and economic
ministers of Canada, the United Kingdom, France, Japan, Germany, Italy and the
United States, and focused on technological, cultural and economic issues
regarding the development of an international infrastructure.

Both the NIIAC and the GlII described above were important initiatives which
increased acceptance, and encouraged further growth, of the Internet.

8 TCP/IP Tutorial and Technical Overview



The most recent and substantive government affirmation for the Internet came, in
1996, in the form of the Next Generation Internet initiative. This was launched by
the Clinton administration with the goals of:

e Connecting universities and national labs with networks that are 100-1000
times faster than today's (as of October 1996) Internet.

* Promote expermentation with the next generation of networking technologies.
e Demonstrate new applications that meet important national goals and missions.

The initiative included funding of $100 million for 1998.

1.1.7 Internet2

The success of the Internet and the subsequent frequent congestion of the
NSFNET and its commercial replacement led to some frustration among the
research community who had previously enjoyed exclusive use of the Internet.
The university community, therefore, together with government and industry
partners, and encouraged by the funding component of the NGI, have formed the
Internet2 project.

Internet2 has the following principle objectives:

* To create a high bandwidth, leading-edge network capability for the research
community in the U.S.

e To enable a new generation of applications and communication technologies to
fully exploit the capabilities of broadband networks.

e To rapidly transfer newly developed technologies to all levels of education and
to the broader Internet community, both in the U.S. and abroad.

For further information, please refer to 8.9, “Internet2” on page 462.

1.1.8 The Open Systems Interconnect (OSI) Model

Around the same time that DARPA was researching for an internetworking protocol
suite in response to the requirement for the establishment of networking standards,
which eventually led to TCP/IP and the Internet (see 1.1, “Internet History - Where
It All Came From” on page 3), an alternative standards approach was being led by
the CCITT (Comité Consultatif International Telephonique et Telegraphique, or
Consultative Committee on International Telephony and Telegraphy), and the 1SO
(International Organization for Standardization ). The CCITT has since become the
ITU-T (International Telecommunications Union - Telecommunication
Standardization Sector).

This effort resulted in the OSI (Open Systems Interconnect) Reference Model (1ISO
7498), which defined a seven-layer model of data communication with physical
transport at the lower layer and application protocols at the upper layers. This
model, shown in Figure 1 on page 10, is widely accepted as a basis for the
understanding of how a network protocol stack should operate and as a reference
tool for comparing network stack implementations.
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Figure 1. The OSI Reference Model

The OSI Reference Model has seven layers; each layer provides a set of functions
to the layer above and, in turn, relies on the functions provided by the layer below.
Although messages can only pass vertically through the stack from layer to layer,
from a logical point of view, each layer communicates directly with its peer layer on
other nodes.

The seven layers are:

Application
Network applications such as terminal emulation and file transfer

Presentation
Formatting of data and encryption

Session
Establishment and maintenance of sessions

Transport

Provision of reliable and unreliable end-to-end delivery
Network

Packet delivery, including routing
Data Link

Framing of units of information and error checking

Physical
Transmission of bits on the physical hardware

The two standards processes approach standardization from two different
perspectives. The OSI approach started from a clean slate and defined standards,
adhering tightly to their own model, using a formal committee process without
requiring implementations. The Internet uses a less formal engineering approach,
where anybody can propose and comment on RFCs, and implementations are
required to verify feasibility. The OSI protocols developed slowly, and because
running the full protocol stack is resource intensive, they have not been widely
deployed, especially in the desktop and small computer market. In the meantime,
TCP/IP and the Internet were developing rapidly and being put into use.
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1.1.8.1 X.500: The Directory Service Standard

The OSI protocols did, however, address issues important in large distributed
systems that were developing in an ad hoc manner in the desktop and Internet
marketplace. One such important area was directory services. The CCITT created
the X.500 standard in 1988, which became ISO 9594, Data Communications
Network Directory, Recommendations X.500-X.521 in 1990, though it is still
commonly referred to as X.500.

X.500 organizes directory entries in a hierarchical name space capable of
supporting large amounts of information. It also defines powerful search
capabilities to make retrieving information easier. Because of its functionality and
scalability, X.500 is often used together with add-on modules for interoperation
between incompatible directory services. X.500 specifies that communication
between the directory client and the directory server uses the Directory Access
Protocol (DAP). For further information on X.500 and directories, please see
Chapter 12, “Directory Protocols and Distributed Computing” on page 563.

1.2 TCP/IP Architectural Model - What It Is All About

The TCP/IP protocol suite is named for two of its most important protocols:
Transmission Control Protocol (TCP) and Internet Protocol (IP). Another name for
it is the Internet Protocol Suite, and this is the phrase used in official Internet
standards documents. The more common term TCP/IP is used to refer to the
entire protocol suite in this book.

1.2.1 Internetworking

The first design goal of TCP/IP was to build an interconnection of networks that
provided universal communication services: an internetwork, or internet. Each
physical network has its own technology-dependent communication interface, in the
form of a programming interface that provides basic communication functions
(primitives). Communication services are provided by software that runs between
the physical network and the user applications and that provides a common
interface for these applications, independent of the underlying physical network.
The architecture of the physical networks is hidden from the user.

The second aim is to interconnect different physical networks to form what appears
to the the user to be one large network. Such a set of interconnected networks is
called an internetwork or an internet.

To be able to interconnect two networks, we need a computer that is attached to
both networks and that can forward packets from one network to the other; such a
machine is called a router. The term IP router is also used because the routing
function is part of the IP layer of the TCP/IP protocol suite (see 1.2.2, “The TCP/IP
Protocol Stack” on page 12).

Figure 2 on page 12 shows two examples of internets.
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Figure 2. Internet Examples. Two interconnected sets of networks, each seen as one
logical network.

The basic properties of a router are:
¢ From the network standpoint, a router is a normal host.

e From the user standpoint, routers are invisible. The user sees only one large
internetwork.

To be able to identify a host on the internetwork, each host is assigned an address,
the IP address. When a host has multiple network adapters (interfaces), each
interface has a unique IP address. The IP address consists of two parts:

IP address = <network number><host number>

The network number part of the IP address is assigned by a central authority and is
unigue throughout the Internet. The authority for assigning the host number part of
the IP address resides with the organization that controls the network identified by
the network number. The addressing scheme is described in detail in 2.1.1, “IP
Addressing” on page 27.

1.2.2 The TCP/IP Protocol Stack

The TCP/IP protocol suite has evolved over a period of some 30 years. Like most
networking software, TCP/IP is modelled in layers. This layered representation
leads to the term protocol stack, which is synonymous with protocol suite. It can be
used for positioning (but not for comparing functionally) the TCP/IP protocol suite
against others, such as SNA and the Open System Interconnection (OSI) model
(see Figure 1 on page 10). Functional comparisons cannot easily be extracted
from this, as there are basic differences in the layered models used by the different
protocol suites.

The Internet protocols are modeled in four layers:
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Figure 3. The TCP/IP Protocol Stack. Each layer represents a “package” of functions.

Application Layer
The application layer is provided by the program that uses TCP/IP for
communication. An application is a user process cooperating with another
process on the same or a different host. Examples of applications are Telnet,
FTP, SMTP, and Gopher. The interface between the application and
transport layers is defined by port numbers and sockets, which is described in
more detail in 2.6, “Ports and Sockets” on page 73.

Transport Layer
The transport layer provides the end-to-end data transfer. Multiple
applications can be supported simultaneously. The transport layer is
responsible for providing a reliable exchange of information. The main
transport layer protocol is TCP which is discussed in more detail in 2.8,
“Transmission Control Protocol (TCP)” on page 78.

Another transport layer protocol is User Datagram Protocol (UDP, discussed
in 2.7, “User Datagram Protocol (UDP)” on page 75), which provides a
connectionless service in comparison to TCP, which provides a
connection-oriented service. That means that applications using UDP as the
transport protocol have to provide their own end-to-end flow control. Usually,
UDP is used by applications that need a fast transport mechanism.

Internetwork Layer
The internetwork layer, also called the internet layer or the network layer,
provides the “virtual network” image of an internet (that is, this layer shields
the higher levels from the physical network architecture below it). Internet
Protocol (IP) is the most important protocol in this layer. It is a connectionless
protocol that doesn't assume reliability from the lower layers. IP does not
provide reliability, flow control or error recovery. These functions must be
provided at a higher level.

Part of communicating messages between computers is a routing function
that ensures that messages will be correctly delivered to their destination. IP
provides this routing function. IP is discussed in detail in 2.1, “Internet
Protocol (IP)” on page 27. A message unit in an IP network is called an /P
datagram. This is the basic unit of information transmitted across TCP/IP
networks. Other internetwork layer protocols are IP, ICMP, IGMP, ARP and
RARP.
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Network Interface Layer
The network interface layer, also called the link layer or the data-link layer, is
the interface to the actual network hardware. This interface may or may not
provide reliable delivery, and may be packet or stream oriented. In fact,
TCP/IP does not specify any protocol here, but can use almost any network
interface available, which illustrates the flexibility of the IP layer. Examples
are |IEEE 802.2, X.25 (which is reliable in itself), ATM, FDDI and even SNA.
Possible physical networks and interfaces that IBM TCP/IP products can
connect to are discussed in Chapter 13, “Connection Protocols” on page 595.

Note that the RFCs actually do not describe or standardize any network layer
protocols per se; they only standardize ways of accessing those protocols
from the internetwork layer.

The actual interactions between the layers are shown by the arrows in Figure 3 on
page 13. A more detailed “layering model” is shown in Figure 4.

Applications — SMTP, Telnet, FTP, Gopher...

Transport — TCP UDP

ICMP
Internetwork — P ARP (RARP

Network Interface
and Hardware

— | Ethernet, Token-Ring, FDDI, X.25, Wireless, Async, ATM, SNA...

3376a\3376F1D3

Figure 4. Detailed Architectural Model

1.2.3 TCP/IP Applications

The highest-level protocols within the TCP/IP protocol stack are application
protocols. They communicate with applications on other internet hosts and are the
user-visible interface to the TCP/IP protocol suite.

All application protocols have some characteristics in common:

e They can be user-written applications or applications standardized and shipped
with the TCP/IP product. Indeed, the TCP/IP protocol suite includes application
protocols such as:

— TELNET for interactive terminal access to remote internet hosts.
— FTP (file transfer protocol) for high-speed disk-to-disk file transfers.
— SMTP (simple mail transfer protocol) as an internet mailing system.

These are some of the most widely implemented application protocols, but
many others exist. Each particular TCP/IP implementation will include a lesser
or greater set of application protocols.

e They use either UDP or TCP as a transport mechanism. Remember that UDP
is unreliable and offers no flow-control, so in this case the application has to
provide its own error recovery and flow-control routines. It is often easier to
build applications on top of TCP, a reliable, connection-oriented protocol. Most
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application protocols will use TCP, but there are applications built on UDP to
provide better performance through reduced protocol overhead.

e Most of them use the client/server model of interaction.

1.2.3.1 The Client/Server Model
TCP is a peer-to-peer, connection-oriented protocol. There are no master/slave
relations. The applications, however, use a client/server model for communications.

A server is an application that offers a service to internet users; a client is a
requester of a service. An application consists of both a server and a client part,
which can run on the same or on different systems.

Users usually invoke the client part of the application, which builds a request for a
particular service and sends it to the server part of the application using TCP/IP as
a transport vehicle.

The server is a program that receives a request, performs the required service and
sends back the results in a reply. A server can usually deal with multiple requests
(multiple clients) at the same time.

Client Client Server
A B
TCP/IP TCP/IP TCP/IP
| ‘ .
! Internet Network
3376a\3376F1D4

Figure 5. The Client/Server Model of Applications

Some servers wait for requests at a well-known port so that their clients know to
which IP socket they must direct their requests. The client uses an arbitrary port
for its communication. Clients that wish to communicate with a server that does not
use a well-known port must have another mechanism for learning to which port
they must address their requests. This mechanism might employ a registration
service such as Portmap, which uses a well-known port.

For detailed information on TCP/IP application protocols, please refer to Chapter 4,
“Application Protocols” on page 149.

1.2.4 Bridges, Routers and Gateways
Forming an internetwork by interconnecting multiple networks is done by routers. It
is important to distinguish between a router, a bridge and a gateway.

Bridge Interconnects LAN segments at the network interface layer level and
forwards frames between them. A bridge performs the function of a
MAC relay, and is independent of any higher layer protocol (including
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the Logical Link protocol). It provides MAC layer protocol conversion, if
required. Examples of bridges are:

e A PC running the IBM Token-Ring Network Bridge program
e The IBM 8229 LAN bridge

A bridge can be said to be transparent to IP. That is, when an IP host
sends an IP datagram to another host on a network connected by a
bridge, it sends the datagram directly to the host and the datagram
“crosses” the bridge without the sending IP host being aware of it.

Router Interconnects networks at the internetwork layer level and routes
packets between them. The router must understand the addressing
structure associated with the networking protocols it supports and take
decisions on whether, or how, to forward packets. Routers are able to
select the best transmission paths and optimal packet sizes. The basic
routing function is implemented in the IP layer of the TCP/IP protocol
stack, so any host or workstation running TCP/IP over more than one
interface could, in theory and also with most of today's TCP/IP
implementations, forward IP datagrams. However, dedicated routers
provide much more sophisticated routing than the minimum functions
implemented by IP.

Because IP provides this basic routing function, the term “IP router,” is
often used. Other, older, terms for router are “IP gateway,” “Internet
gateway” and “gateway.” The term gateway is now normally used for
connections at a higher layer than the internetwork layer.

A router can be said to be visible to IP. That is, when a host sends an
IP datagram to another host on a network connected by a router, it
sends the datagram to the router and not directly to the target host.

Gateway Interconnects networks at higher layers than bridges or routers. A
gateway usually supports address mapping from one network to
another, and may also provide transformation of the data between the
environments to support end-to-end application connectivity. Gateways
typically limit the interconnectivity of two networks to a subset of the
application protocols supported on either one. For example, a VM host
running TCP/IP may be used as an SMTP/RSCS mail gateway.

Note: The term “gateway,” when used in this sense, is not synonymous
with “IP gateway.”

A gateway can be said to be opaque to IP. That is, a host cannot send
an IP datagram through a gateway; it can only send it to a gateway.
The higher-level protocol information carried by the datagrams is then
passed on by the gateway using whatever networking architecture is
used on the other side of the gateway.

Closely related to routers and gateways is the concept of a firewall or firewall
gateway, which is used to restrict access from the Internet to a network or a group
of networks controlled by an organization for security reasons. See 5.3, “Firewalls”
on page 280 for more information on firewalls.
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1.3 Finding Standards for TCP/IP and the Internet

TCP/IP has been popular with developers and users alike because of its inherent
openness and perpetual renewal. The same holds true for the Internet as an open
communications network. On the other hand, this openness could easily turn into a
sword with two edges if it were not controlled in some way. Although there is no
overall governing body to issue directives and regulations for the Internet — control
is mostly based on mutual cooperation — the Internet Society (ISOC) serves as the
standardizing body for the Internet community. It is organized and managed by the
Internet Architecture Board (IAB).

The IAB itself relies on the Internet Engineering Task Force (IETF) for issuing new
standards, and on the Internet Assigned Numbers Authority (IANA) for coordinating
values shared among multiple protocols. The RFC Editor is responsible for
reviewing and publishing new standards documents.

The IETF itself is governed by the Internet Engineering Steering Group (IESG) and
is further organized in the form of Areas and Working Groups where new
specifications are discussed and new standards are propsoed.

The Internet Standards Process, described in RFC2026 — The Internet Standards
Process - Revision 3, is concerned with all protocols, procedures, and conventions
that are used in or by the Internet, whether or not they are part of the TCP/IP
protocol suite.

The overall goals of the Internet Standards Process are:
» Technical excellence
e Prior implementation and testing
e Clear, concise, and easily understood documentation
e Openness and fairness

¢ Timeliness

The process of standardization is summarized below:

¢ In order to have a new specification approved as a standard, applicants have to
submit that specification to the IESG where it will be discussed and reviewed
for technical merit and feasibility and also published as an Internet draft
document. This should take no shorter than two weeks and no longer than six
months.

¢ Once the IESG reaches a positive conclusion, it issues a last-call notification to
allow the specification to be reviewed by the whole Internet community.

 After the final approval by the IESG, an Internet draft is recommended to the
Internet Engineering Taskforce (IETF), another subsidiary of the IAB, for
inclusion into the standards track and for publication as a Request for
Comment (RFC; see 1.3.1, “Request For Comments (RFC)” on page 18).

e Once published as an RFC, a contribution may advance in status as described
in 1.3.2, “Internet Standards” on page 19. It may also be revised over time or
phased out when better solutions are found.

» If the IESG does not approve of a new specification after, of if a document has
remained unchanged within, six months of submission, it will be removed from
the Internet drafts directory.
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1.3.1 Request For Comments (RFC)

The Internet protocol suite is still evolving through the mechanism of Request For
Comments (RFC). New protocols (mostly application protocols) are being designed
and implemented by researchers, and are brought to the attention of the Internet
community in the form of an Internet draft (ID).! The largest source of IDs is the
Internet Engineering Task Force (IETF) which is a subsidiary of the IAB. However,
anyone may submit a memo proposed as an ID to the RFC Editor. There are a set
of rules which RFC/ID authors must follow in order for an RFC to be accepted.
These rules are themselves described in an RFC (RFC 2223) which also indicates
how to submit a proposal for an RFC.

Once an RFC has been published, all revisions and replacements are published as
new RFCs. A new RFC which revises or replaces an existing RFC is said to
“update” or to “obsolete” that RFC. The existing RFC is said to be “updated by” or
“obsoleted by” the new one. For example RFC 1542, which describes the BOOTP
protocol, is a “second edition,” being a revision of RFC 1532 and an amendment to
RFC 951. RFC 1542 is therefore labelled like this: “Obsoletes RFC 1532; Updates
RFC 951.” Consequently, there is never any confusion over whether two people are
referring to different versions of an RFC, since there is never more than one current
version.

Some RFCs are described as information documents while others describe
Internet protocols. The Internet Architecture Board (IAB) maintains a list of the
RFCs that describe the protocol suite. Each of these is assigned a state and a
status.

An Internet protocol can have one of the following states:

Standard
The IAB has established this as an official protocol for the Internet. These are
separated in two groups:

1. IP protocol and above, protocols that apply to the whole Internet.
2. Network-specific protocols, generally specifications of how to do IP on
particular types of networks.

Draft standard
The IAB is actively considering this protocol as a possible standard protocol.
Substantial and widespread testing and comments are desired. Comments
and test results should be submitted to the IAB. There is a possibility that
changes will be made in a draft protocol before it becomes a standard.

Proposed standard
These are protocol proposals that may be considered by the IAB for
standardization in the future. Implementations and testing by several groups
are desirable. Revision of the protocol is likely.

Experimental
A system should not implement an experimental protocol unless it is
participating in the experiment and has coordinated its use of the protocol with
the developer of the protocol.

1 Some of these protocols, particularly those dated April 1, can be described as impractical at best. For instance, RFC 1149 (dated
1990 April 1) describes the transmission of IP datagrams by carrier pigeon and RFC 1437 (dated 1993 April 1) describes the
transmission of people by electronic mail.
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Informational
Protocols developed by other standard organizations, or vendors, or that are
for other reasons outside the purview of the IAB may be published as RFCs
for the convenience of the Internet community as informational protocols.
Such protocols may in some cases also be recommended for use on the
Internet by the IAB.

Historic
These are protocols that are unlikely to ever become standards in the Internet
either because they have been superseded by later developments or due to
lack of interest.

Definitions of protocol status:

Required
A system must implement the required protocols.

Recommended
A system should implement the recommended protocol.

Elective
A system may or may not implement an elective protocol. The general notion
is that if you are going to do something like this, you must do exactly this.

Limited use
These protocols are for use in limited circumstances. This may be because
of their experimental state, specialized nature, limited functionality, or historic
state.

Not recommended
These protocols are not recommended for general use. This may be because
of their limited functionality, specialized nature, or experimental or historic
state.

1.3.2 Internet Standards

Proposed standard, draft standard and standard protocols are described as being
on the Internet Standards Track. When a protocol reaches the standard state it is
assigned a standard number (STD). The purpose of STD numbers is to clearly
indicate which RFCs describe Internet standards. STD numbers reference multiple
RFCs when the specification of a standard is spread across multiple documents.
Unlike RFCs, where the number refers to a specific document, STD numbers do
not change when a standard is updated. STD numbers do not, however, have
version numbers since all updates are made via RFCs and the RFC numbers are
unigue. Thus to clearly specify which version of a standard one is referring to, the
standard number and all of the RFCs which it includes should be stated. For
instance, the Domain Name System (DNS) is STD 13 and is described in RFCs
1034 and 1035. To reference the standard, a form like
“STD-13/RFC1034/RFC1035” should be used.

For some standards track RFCs the status category does not always contain
enough information to be useful. It is therefore supplemented, notably for routing
protocols by an applicability statement which is given either in STD 1 or in a
separate RFC.

References to the RFCs and to STD numbers will be made throughout this book,
since they form the basis of all TCP/IP protocol implementations.
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The following Internet standards are of particular importance:

STD 1 — Internet Official Protocol Standards
This standard gives the state and status of each Internet protocol or standard,
and defines the meanings attributed to each different state or status. It is
issued by the IAB approximately quarterly. At the time of writing this standard
is in RFC 2400 (September 1998).

STD 2 — Assigned Internet Numbers
This standard lists currently assigned numbers and other protocol parameters
in the Internet protocol suite. It is issued by the Internet Assigned Numbers
Authority (IANA). The current edition at the time of writing is RFC1700
(October 1994).

STD 3 — Host Requirements
This standard defines the requirements for Internet host software (often by
reference to the relevant RFCs). The standard comes in three parts:
RFC1122 — Requirements for Internet hosts — communications layer,
RFC1123 — Requirements for Internet hosts — application and support, and
RFC 2181 — Clarifications to the DNS Specification.

STD 4 — Router Requirements
This standard defines the requirements for IPv4 Internet gateway (router)
software. It is defined in RFC 1812 — Requirements for IPv4 Routers.

1.3.2.1 For Your Information (FYI)

A number of RFCs that are intended to be of wide interest to Internet users are
classified as For Your Information (FYI) documents. They frequently contain
introductory or other helpful information. Like STD numbers, an FYI number is not
changed when a revised RFC is issued. Unlike STDs, FYls correspond to a single
RFC document. For example, FYI 4 — FYI on Questions and Answers - Answers to
Commonly asked “New Internet User” Questions is currently in its fourth edition.
The RFC numbers are 1177, 1206, 1325 and 1594.

1.3.2.2 Obtaining RFCs

RFC and ID documents are available publicly and online and may be best obtained
from the IETF Web site:

http://www.ietf.org

1.3.3 Major Internet Protocols

To give an idea of the importance of the major protocols, we list some of them
together with their current state and status and STD number where applicable in
Table 1. The complete list can be found in RFC2400 — Internet Official Protocol
Standards.

Table 1 (Page 1 of 2). Current State, Status and STD Numbers of Important Internet Protocols

Protocol Name State Status STD
1P Internet Protocol Std. Req. 5
ICMP Internet Control Message Protocol Std. Req. 5
UDP User Datagram Protocol Std. Rec. 6
TCP Transmission Control Protocol Std. Rec. 7
Legend:

State: Std. = Standard; Draft = Draft Standard; Prop. = Proposed Standard; Info. = Informational; Hist. = Historic
Status: Req. = Required; Rec. = Recommended; Ele. = Elective; Not = Not Recommended
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Table 1 (Page 2 of 2). Current State, Status and STD Numbers of Important Internet Protocols

Protocol Name State Status STD
TELNET TELNET Protocol Std. Rec. 8
FTP File Transfer Protocol Std. Rec. 9
SMTP Simple Mail Transfer Protocol Std. Rec. 10
MAIL Format of Electronic Mail Messages Std. Rec. 11
DOMAIN Domain Name System Std. Rec. 13
MIME Multipurpose Internet Mail Extensions Draft Ele.

SNMP Simple Network Management Protocol Std. Rec. 15
SMI Structure of Management Information Std. Rec. 16
MIB-II Management Information Base-I| Std. Rec. 17
NETBIOS NetBIOS Services Protocol Std. Ele. 19
TFTP Trivial File Transfer Protocol Std. Ele. 33
RIP Routing Information Protocol Hist. Not 34
RIP2 Routing Information Protocol V2 Draft Ele.

ARP Address Resolution Protocol Std. Ele. 37
RARP Reverse Address Resolution Protocol Std. Ele. 38
BGP4 Border Gateway Protocol 3 Draft Ele.

PPP Point-to-Point Protocol Std. Ele. 51
POP3 Post Office Protocol V3 Std. Ele. 53
OSPF2 Open Shortest Path First Protocol V2 Std. Ele. 54
BOOTP Bootstrap Protocol Draft Rec.

DHCP Dynamic Host Configuration Protocol Draft Ele.

IMAPV4 Interactive Mail Access Protocol V4 Prop. Ele.

GOPHER The Internet Gopher Protocol Info.

SUN-NFS Network File System Protocol Info.

IPV6 Internet Protocol Version 6 Prop. Ele.

HTTP-1.1 Hypertext Transfer Protocol 1.1 Prop. Ele.

Legend:

State: Std. = Standard; Draft = Draft Standard; Prop. = Proposed Standard; Info. = Informational; Hist. = Historic

Status: Req. = Required; Rec. = Recommended; Ele. = Elective; Not = Not Recommended

1.4 Future of the Internet

Trying to predict the future of the Internet is not an easy task. Few would have
imagined even say, three years ago, the extent to which the Internet has now
become a part of everyday life in business, homes and schools. There are a
number of things, however, about which we can be fairly certain.

Bandwidth requirement will continue to increase at massive rates; not only is the
number of Internet users growing rapidly, but the applications being used are
becoming more advanced and therefore need more bandwidth. This is the reason
why the number of core (backbone) service providers has grown from four in 1995
to around 48 today (whereas the number of Internet connection providers has
grown only moderately). However, new technologies such as Dense Wave Division
Multiplexing (DWDM) will help to get the most bandwidth from currently installed
fiber.

Chapter 1. Introduction to TCP/IP - History, Architecture and Standards 21



Today it is possible to hear radio stations from almost any part of the globe via the
Internet. Today this is at around AM quality. Soon FM-quality radio and
video-on-demand will be driving the bandwidth requirement.

Many businesses have already completed an experimental period of Internet
access and are moving towards using the Internet for serious business use both
intra- and inter-company. This has been made possible by the rapid advances in
TCP/IP security technologies made in only the last one to two years. In the not too
distant future, the availability of private, secure high bandwidth networking from
Internet providers may well make many companies question the feasibility of their
current in-house wide area networks.

Today we already have Voice over IP technology. As this technology matures we
are almost certain to see a sharing of bandwidth between voice and data across
the Internet. This raises some interesting questions for phone companies. The
cost to a user of an Internet connection between New York and Japan is the same
as a connection within New York - not so a phone connection. This, and the fact
that the Internet is deregulated, will raise many interesting questions in the years to
come.

1.5

IBM and the Internet

To the casual observer of a decade or so ago, it may have appeared that IBM had
little interest in the Internet or TCP/IP. It is true that for a long period of time,
certain parts of IBM involved in the development and marketing of SNA networks
and protocols did consider TCP/IP to be a competitor. In fact, IBM has been
practically involved in the development of the Internet for a long time, supplying
software and hardware to NSFNET, for example. More importantly, IBM has long
been involved in the various organizations, committees and task forces responsible
for establishing open standards. IBM is currently represented on over 130 IETF
Working Groups, helping to shape the future development of TCP/IP.

In March 1992, IBM introduced the Networking Blueprint (later expanded to become
the Open Blueprint). The Open Blueprint is a framework, based on open and
industry standards, for creating network solutions without concern for underlying
networking components and services. It allows the incorporation of multiple
network protocols (including TCP/IP and SNA) into a single network. For details on
the Open Blueprint, please refer to the Open Blueprint homepage at:

http://www.software.ibm.com/openblue

1.5.1 The Network Computing Framework

22

Today, Network Computing, the Internet and TCP/IP are at the core of IBM's
strategy. IBM has developed a model for designing business solutions in the
network computing environment - the Network Computing Framework for
e-business (NCF). NCF is based on an n-tier distributed environment where any
number of tiers of application logic and business services are separated into
components that communicate with each other across a network. In its most basic
form, NCF can be depicted as a "logical" three-tier computing model, meaning that
there is a logical, but not necessarily physical, separation of processes. This model
is designed to support “thin clients" with high-function Web application and
enterprise servers.

A prototypical NCF three-tier architecture consists of:
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1. A client tier containing logic related to the presentation of information (that is,
the graphical user interface) and requests to applications through a browser or
Java applet.

2. Web application servers containing the business logic and processes that
control the reading and writing of data.

3. Servers that provide the data storage and transactional applications used by
the Web application server processes.

The application elements residing in these three logical tiers are connected through
a set of industry-standard protocols, services, and software connectors.

1.5.1.1 NCF Architecture

The NCF architecture provides a full range of services for developing and deploying
e-business applications. Because it is based on industry standards, NCF has the
ability to plug-and-play multiple components provided by any vendor. The NCF
architecture is shown graphically in Figure 6.

e-business Application Services

Web Application Programming
Environment

Foundation Services Connectorsy/

External Services

Network Infrastructure

Systems Management

Web Application
Servers

Thin Clients E

Content

3376E\3376F1DZ

Figure 6. Network Computing Framework Architecture

The NCF architecture is composed of the following key elements:

Clients
NCF clients are "thin clients", meaning that little or no application logic is
executed on the client and therefore relatively little software is required to be
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installed on the client. In this model, applications are managed on the server
and dynamically downloaded "on-demand" to requesting clients. As such, the
client portions of new applications should be implemented in HTML, Dynamic
HTML, XML, and Java applets. NCF supports a broad range of fixed, mobile,
and "Tier 0" clients from IBM and other industry leaders, based on industry
initiatives such as the Network Computer Profile, and the Mobile Network
Computer Reference Specification.

Network infrastructure
The NCF network infrastructure provides a platform for the entire framework.
It includes the following services, all based on open standards:

TCP/IP and network services, such as DHCP, that dynamically assign IP
addresses as devices enter and leave the network.

Security services based on public key technology that support user
identification and authentication, access control, confidentiality, data
integrity, and non-repudiation of transactions.

Directory services that locate users, services, and resources in the
network.

Mobile services that provide access to valuable corporate data to the
nomadic computing user.

Client management services that support the setup, customization, and
management of network computers, managed PCs, and in the future Tier
0 devices such as smartcards, digital cellphones, etc.

File and print services that are accessed and managed via a standard
Web browser interface.

Foundation Services
NCF foundation services provide the core functionality required to develop
and support the business logic of e-business applications running on the Web
application server. It includes the following services:

An HTTP server that coordinates, collects, and assembles Web pages
composed of static and dynamic content and delivers them to NCF
clients.

Mail and community services that provide e-mail messaging, calendaring
and group scheduling, chat, and newsgroup discussions.

Groupware services that provide a rich shared virtual workspace and
support the coordination of business workflow processes.

Database services that integrate the features and functions of an
object-relational database with those of the Web application server.

Transaction services that extend the Web application server by providing
a highly available, robust, expandable and secure transactional
application execution environment.

Messaging services that provide robust, asynchronous communication
and message brokering facilities that support a publish/subscribe model of
communication and message transformations.

Connectors
The bulk of today's critical data and application (especially transactional)
programs reside on and use existing enterprise systems. NCF connectors
allow existing data and application programs to work together with Web
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clients and servers, seamlessly linking the strength of the Internet with the
strength of the enterprise. At the core, connectors are software that provide
linkage between the NCF Web server programming model environment and
systems, applications, and services that are reached through the use of
application specific protocols.

Web Application Programming Environment
The NCF Web application programming environment, based on Java servlets,
Enterprise Java services and Enterprise JavaBean components, provides an
environment for writing dynamic, transactional, secure business applications
on Web application servers. Services are provided that promote separation of
business and presentation logic enabling applications to dynamically adapt
and tailor content based on user interests and client device.

e-business Application Services
NCF e-business application services are building blocks that facilitate the
creation of e-business solutions. They are higher level application-oriented
components that conform to the NCF programming model. They build on and
extend the underlying NCF infrastructure and foundation services with
functions required for specific types of applications, for example, e-commerce
applications. As a result, e-business solutions can be developed faster with
higher quality. Examples of NCF e-business application services include
payment services, catalog services, and order management services.

Systems Management
Within an enterprise, NCF systems management services provide the core
functionality that supports end-to-end management across networks, systems,
middleware and applications. NCF provides the tools and services that
support management of the complete lifecycle of an application from
installation and configuration, to the monitoring of its operational
characteristics such as availability and security, to the controlled update of
changes. Across multiple enterprises, NCF provides a collaborative
management approach for establishing and following procedures to share
information and coordinate problem resolution with business partners. This
collaborative approach includes policy management, data repository,
scheduling and report generation.

Development Tools
NCF provides a broad range of tools to enable creation, deployment and
management of e-business applications for Internet, extranet and intranet
environments. It also supports integrating third-party tools into the
development process. NCF supports the different skill sets involved in
developing Web applications, providing tools that target specific skill sets, and
facilitates collaboration among members of the development team.

1.5.1.2 API and Protocol Support

The following table summarizes the standard protocols and APIs supported by each
component of the NCF architecture. While IBM will provide a complete and
competitive set of products that implement the framework, other implementations
can also work within it. Thus, customers can choose from providers that support
these open standards. Likewise, solution providers can build their solutions using a
variety of software products sourced from different vendors.
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Table 2. NCF - API and Protocol Support

Service Protocol Standard API
Network Infrastructure
Directory LDAP JNDI
Security CDSA, SSL, IPsec, x.509v3 certificates JSSL, JCE
Network TCP/IP JDK java.net
File AFS/DFS JDK java.io
Print IPP JDK java.2d, INPAPI
Mobile MNCRP n/a

Foundation Services

Mail and Community

SMTP, POP3, IMAP4, IRC, NNTP, FTP, iCalendar

Java Notes API

Groupware n/a Java Notes API
Data ODBC, DRDA JDBC, JSQL, EJB
Transactions CORBA OTS/IIOP EJB, JTS
Message Queuing BMQS JMS

Web Application Programming Environment

Web Server

HTTP, HTML, XML

Servlets, Server-side-includes

Web Browser

HTTP, HTML, XML

Applets, DOM Level 1

Component Model CORBA lIOP JavaBeans
Business Component Model CORBA lIOP EJB, RMI
Scripting ECMAScript JSP (Java Server Pages)
Systems Management
Distribution (Install/Config) DMTF-CIM AMS
Operations (Fix/Change) DMTF-CIM AMS
Performance (Monitor) SNMP ARM
Events (Alarms) SNMP TEC
Development Tools
Authoring and Versioning WebDAV n/a

For a discussion of some of the protocols mentioned in Table 2 and IBM
e-business solutions based upon them, please refer to Chapter 8, “Internet

Protocols and Applications” on page 437.

For further details on NCF, please refer to the following IBM redbooks:
e S5G24-5296 IBM Network Computing Framework for e-business Guide
e S5G24-5220 Internet Security in the Network Computing Framework
e 5G24-5205 Publishing Tools in the Network Computing Framework
e SG24-2119 Network Computing Framework Component Guide

or refer to the Network Computing Framework home page at:

http://www.software.ibm.com/ebusiness
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Chapter 2. Internetworking and Transport Layer Protocols

This chapter provides an overview of the most important and common protocols of
the TCP/IP internetwork and transport layers, which are the following:

¢ Internet Protocol (IP)
e Internet Control Message Protocol (ICMP)
* Address Resolution Protocol (ARP)
¢ Reverse Address Resolution Protocol (RARP)
e User Datagram Protocol (UDP)
e Transmission Control Protocol (TCP)
These protocols perform datagram addressing, routing and delivery, provide

connection-oriented and connectionless services to applications, and resolve
internetwork layer addresses to network interface layer addresses and vice versa.

2.1 Internet Protocol (IP)

IP is a standard protocol with STD number 5. That standard also includes ICMP
(see 2.2, “Internet Control Message Protocol (ICMP)” on page 58) and IGMP (see
9.2, “Internet Group Management Protocol (IGMP)” on page 469). Its status is
required.

The current IP specification can be found in RFCs 791, 950, 919 and 922, with
updates in RFC 1349.

IP is the protocol that hides the underlying physical network by creating a virtual
network view. It is an unreliable, best-effort and connectionless packet delivery
protocol. Note that best-effort means that the packets sent by IP may be lost, out
of order, or even duplicated, but IP will not handle these situations. It is up to the
higher layer protocols to deal with these situations.

One of the reasons for using a connectionless network protocol was to minimize
the dependency on specific computing centers that used hierarchical
connection-oriented networks. The DoD intended to deploy a network that would
still be operational if parts of the country were destroyed. During earthquakes, this
has been proved to be true for the Internet.

2.1.1 IP Addressing

IP addresses are represented by a 32-bit unsigned binary value which is usually
expressed in a dotted decimal format. For example, 9.167.5.8 is a valid Internet
address. The numeric form is used by the IP software. The mapping between the
IP address and an easier-to-read symbolic name, for example myhost.ibm.com, is
done by the Domain Name System discussed in 4.2, “Domain Name System
(DNS)” on page 150. We first look at the numeric form, which is called the IP
address.
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2.1.1.1 The IP Address
The standards for IP addresses are described in RFC 1166 — Internet Numbers.

To be able to identify a host on the Internet, each host is assigned an address, the
IP address, or Internet Address. When the host is attached to more than one
network, it is called multi-homed and it has one IP address for each network
interface. The IP address consists of a pair of numbers:

IP address = <network number><host number>

The network number part of the IP address is centrally administered by the Internet
Network Information Center (the InterNIC) and is unique throughout the Internet.?

IP addresses are 32-bit numbers usually represented in a dotted decimal form (as
the decimal representation of four 8-bit values concatenated with dots). For
example, 128.2.7.9is an IP address with 128.2 being the network number and 7.9
being the host number. The rules used to divide an IP address into its network and
host parts are explained below.

The binary format of the IP address 128.2.7.9 is:
10000000 00000010 00000111 00001001

IP addresses are used by the IP protocol to uniquely identify a host on the Internet.
(Strictly speaking, an IP address identifies an interface that is capable of sending
and receiving IP datagrams, and one system can have multiple such interfaces.
However, both hosts and routers must have at least one IP address, so this
simplified definition is acceptable.) IP datagrams (the basic data packets
exchanged between hosts) are transmitted by a physical network attached to the
host and each IP datagram contains a source IP address and a destination IP
address. To send a datagram to a certain IP destination, the target IP address
must be translated or mapped to a physical address. This may require
transmissions on the network to find out the destination's physical network address.
(For example, on LANs the Address Resolution Protocol, discussed in 2.4,
“Address Resolution Protocol (ARP)” on page 68, is used to translate IP addresses
to physical MAC addresses.).

The first bits of the IP address specify how the rest of the address should be
separated into its network and host part.

The terms network address and netlD are sometimes used instead of network
number, but the formal term, used in RFC 1166, is network number. Similarly, the
terms host address and hostID are sometimes used instead of host number.

There are five classes of IP addresses. These are shown in Figure 7 on page 29.

2 Prior to 1993, the NIC function was performed by the DDN NIC (nic.ddn.mil). See RFC 1400 for more information about this
transition.
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1 2 3

01 8 6 4 1
Class A 0| netlD hostID
Class B 10 netiD hostID
Class C 110 netiD hostID
Class D 1110 multicast
Class E 11110 future use

Figure 7. IP - Assigned Classes of IP Addresses

e Class A addresses use 7 bits for the <network> and 24 bits for the <host>
portion of the IP address. That allows for 27-2 (126) networks with 224-2
(16777214) hosts each; a total of over 2 billion addresses.

¢ Class B addresses use 14 bits for the <network> and 16 bits for the <host>
portion of the IP address. That allows for 214-2 (16382) networks with 216-2
(65534) hosts each; a total of over 1 billion addresses.

e Class C addresses use 21 bits for the <network> and 8 bits for the <host>
portion of the IP address. That allows for 221-2 (2097150) networks with 28-2
(254) hosts each; a total of over half a billion addresses.

e Class D addresses are reserved for multicasting (a sort of broadcasting, but in
a limited area, and only to hosts using the same class D address).

e Class E addresses are reserved for future use.

It is clear that a Class A address will only be assigned to networks with a huge
number of hosts, and that class C addresses are suitable for networks with a small
number of hosts. However, this means that medium-sized networks (those with
more than 254 hosts or where there is an expectation that there may be more than
254 hosts in the future) must use Class B addresses. The number of small- to
medium-sized networks has been growing very rapidly in the last few years and it
was feared that, if this growth had been allowed to continue unabated, all of the
available Class B network addresses would have been used by the mid-1990s.
This is termed the IP Address Exhaustion problem. The problem and how it is
being addressed are discussed in 2.1.5, “The IP Address Exhaustion Problem” on
page 42.

One point to note about the split of an IP address into two parts is that this split
also splits the responsibility for selecting the IP address into two parts. The
network number is assigned by the InterNIC, and the host number by the authority
which controls the network. As we shall see in the next section, the host number
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2.1.2

can be further subdivided: this division is controlled by the authority which owns the
network, and not by the InterNIC.

2.1.1.2 Special IP Addresses
Any component of an IP address with a value all bits 0 or all bits 1 has a special
meaning:

all bits 0
Stands for this: this host (IP address with <host address>=0) or this network
(IP address with <network address>=0). When a host wants to communicate
over a network, but does not yet know the network IP address, it may send
packets with <network address>=0. Other hosts on the network will interpret
the address as meaning this network. Their reply will contain the fully
qualified network address, which the sender will record for future use.

all bits 1
Stands for all: all networks or all hosts. For example, the following means all
hosts on network 128.2 (class B address):

128.2.255.255

This is called a directed broadcast address because it contains both a valid
<network address> and a broadcast <host address>.

Loopback
The class A network 127.0.0.0 is defined as the loopback network.
Addresses from that network are assigned to interfaces that process data
inside the local system and never access a physical network (loopback
interfaces).

IP Subnets

Due to the explosive growth of the Internet, the principle of assigned IP addresses
became too inflexible to allow easy changes to local network configurations. Those
changes might occur when:

e A new type of physical network is installed at a location.

e Growth of the number of hosts requires splitting the local network into two or
more separate networks.

e Growing distances require splitting a network into smaller networks, with
gateways between them.

To avoid having to request additional IP network addresses in these cases, the
concept of subnets was introduced. The assignment of subnets can be done
locally, as the whole network still appears to be one IP network to the outside
world.

The host number part of the IP address is subdivided again into a network number
and a host number. This second network is termed a subnetwork or subnet. The
main network now consists of a number of subnets and the IP address is
interpreted as:

<network number><subnet number><host number>

The combination of the subnet number and the host number is often termed the
local address or the local part. Subnetting is implemented in a way that is
transparent to remote networks. A host within a network that has subnets is aware
of the subnetting but a host in a different network is not; it still regards the local part
of the IP address as a host number.
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The division of the local part of the IP address into subnet number and host
number parts can be chosen freely by the local administrator; any bits in the local
part can be used to form the subnet. The division is done using a subnet mask
which is a 32 bit number. Zero bits in the subnet mask indicate bit positions
ascribed to the host number, and ones indicate bit positions ascribed to the subnet
number. The bit positions in the subnet mask belonging to the network number are
set to ones but are not used. Subnet masks are usually written in dotted decimal
form, like IP addresses.

The special treatment of all bits zero and all bits one applies to each of the three
parts of a subnetted IP address just as it does to both parts of an IP address that
has not been subnetted (see 2.1.1.2, “Special IP Addresses” on page 30). For
example, a subnetted Class B network, which has a 16-bit local part, could use one
of the following schemes:

e The first byte is the subnet number; the second byte is the host number. This
gives us 28-2 (254 with the values 0 and 255 being reserved) possible subnets,
each having up to 28-2 (254) hosts. The subnet mask is 255.255.255.0.

e The first 12 bits are used for the subnet number and the last four for the host
number. This gives us 212-2 (4094) possible subnets but only 24-2 (14) hosts
per subnet. The subnet mask is 255.255.255.240.

There are many other possibilities. In fact, the number of subnets and hosts
and future requirements should be taken into consideration before defining a
subnet. In the above example, for a subnetted Class B network, there are 16
bits left for the subnet number and the host number fields. The administrator
has the choice of defining either a larger number of subnets with a small
number of hosts in each, or a smaller number of subnets with many hosts.

While the administrator is completely free to assign the subnet part of the local
address in any legal fashion, the objective is to assign a number of bits to the
subnet number and the remainder to the local address. Therefore, it is normal to
use a contiguous block of bits at the beginning of the local address part for the
subnet number because this makes the addresses more readable. (This is
particularly true when the subnet occupies 8 or 16 bits.) With this approach, either
of the subnet masks above are “good” masks, but masks such as 255.255.252.252
and 255.255.255.15 are not. (In fact, hardly any TCP/IP implementation supports
non-contiguous subnet masks, and their use is commonly discouraged, especially
in CIDR environments that would become non-functional by choosing
non-conventional subnet masks or network prefixes.)

2.1.2.1 Types of Subnetting

There are two types of subnetting: static and variable length. Variable length is the
more flexible of the two. Which type of subnetting is available depends upon the
routing protocol being used; native IP routing supports only static subnetting, as
does the widely used RIP protocol. However, RIP Version 2 supports variable
length subnetting as well. See 3.3.1, “Routing Information Protocol (RIP)” on

page 106 for a description of RIP and RIP2. Chapter 3, “Routing Protocols” on
page 95 discusses routing protocols in detail.

Static Subnetting:  Static subnetting means that all subnets in the subnetted
network use the same subnet mask. This is simple to implement and easy to
maintain, but it implies wasted address space for small networks. For example, a
network of four hosts that uses a subnet mask of 255.255.255.0 wastes 250 IP
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addresses. It also makes the network more difficult to reorganize with a new subnet
mask. All hosts and routers are required to support static subnetting.

Variable Length Subnetting: ~ When variable length subnetting is used, the
subnets that make up the network can use different subnet masks. A small subnet
with only a few hosts needs a subnet mask that accommodates only these few
hosts. A subnet with many hosts attached may need a different subnet mask to
accommodate the large number of hosts. The possibility to assign subnet masks
according to the needs of the individual subnets will help conserve network
addresses. Also, a subnet can be split into two parts by adding another bit to the
subnet mask. Other subnets in the network are unaffected by the change.
Variable length subnetting allows you to divide the network so that it is possible to
define adequate hosts for each subnet by changing the subnet mask for each
network. This can be achieved by configuring the routers accordingly. Please note
that not every host and router supports variable length subnetting. With static
subnetting each subnet has the same number of hosts. If it is required to have
different numbers of hosts for each network, then variable length subnetting should
be used.

Only networks of the size needed will be allocated and routing problems will be
solved by isolating networks with routers that support variable subnetting. A host
that does not support this kind of subnetting would have to route to a router that
supports variable subnetting.

Mixing Static and Variable Length Subnetting: At first sight, it appears that the
presence of a host that only supports static subnetting would prevent variable
length subnetting from being used anywhere in the network. Fortunately this is not
the case. Provided that the routers between subnets with different subnet masks
are using variable length subnetting, the routing protocols employed are able to
hide the difference between subnet masks from the hosts in a subnet. Hosts can
continue to use basic IP routing and offload all of the complexities of the subnetting
to dedicated routers.

2.1.2.2 A Static Subnetting Example

Recall that an IP address consists of the pair <network address><host address>.
For example, let us take a class A network; the address format is shown in
Figure 8:

01 8 6 4 1

Class A 0| netlD hostID

Figure 8. IP - Class A Address without Subnets

Let us use the following IP address:

00001001 01000011 00100110 00000001 a 32-bit address
9 67 38 1 decimal notation (9.67.38.1)
9.67.38.1 is an IP address (class A) having
9 as the <network address>
67.38.1 as the <host address>
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Subnets are an extension to this by considering a part of the <host address> to be
a subnetwork address. |IP addresses are then interpreted as <network
address><subnetwork address><host address>.

For example, you may wish to choose the bits from 8 to 25 of a class A IP address
to indicate the subnet addresses, and the bits from 26 to 31 to indicate the actual
host addresses. Figure 9 shows the subnetted address that has thus been derived
from the original class A address:

01 8 6 4 1

Class A Fost
Subnet 0| netiD subnet number D

Figure 9. IP - Class A Address with Subnet Mask and Subnet Address

We normally use a bit mask, known as the subnet mask, to identify which bits of
the original host address field should indicate the subnet number. In the above
example, the subnet mask is 255.255.255.192 in decimal notation (or 11111111
1111212121 111221211 11000000 in bit notation). Note that, by convention, the
<network address> is masked as well.

For each of these subnet values, only 218-2 addresses (from 1 to 262143) are valid
because of the all bits 0 and all bits 1 number restrictions. This split will therefore
give 262142 subnets each with a maximum of 26-2 or 62 hosts.

You will notice that the value applied to the subnet number takes the value of the
full byte with non-significant bits being set to zero. For example, the hexadecimal
value 01 in this subnet mask assumes an 8-bit value 01000000 and gives a subnet
value of 64 and not 1 as it might seem.

Applying this mask to our sample class A address 9.67.38.1 would break the
address down as follows:

00001001 01000011 00100110 0AOOOOAI = 9.67.38.1 (class A address)
11111111 11111121 11111111 11------ 255.255.255.192 (subnet mask)
===================================== ]Ogjca]_AND

00001001 01000011 00100110 0O------ 9.67.38 (subnet base address)

This leaves a host address of:
-------------------------- 000001

1 (host address)

IP will recognize all host addresses as being on the local network for which the
logical_AND operation described above produces the same result. This is
important for routing IP datagrams in subnet environments (see 2.1.3, “IP Routing”
on page 35).

Note that the actual subnet number would be:
-------- 01000011 00100110 00------ = 68760 (subnet number)

You will notice that the subnet number shown above is a relative number. That is,
it is the 68760th subnet of network 9 with the given subnet mask. This number
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bears no resemblance to the actual IP address that this host has been assigned
(9.67.38.1) and has no meaning in terms of IP routing.

The division of the original <host address> part into <subnet> and <host> parts can
be chosen freely by the local administrator, except that the values of all zeroes and
all ones in the <subnet> field are reserved for special addresses.

Note: Because the range of available IP addresses is decreasing rapidly, many
routers do support the use of all zeroes and all ones in the <subnet> field,
though this is not coherent with the standards.

2.1.2.3 A Variable Length Subnetting Example

Consider a corporation that was assigned a Class C network 165.214.32.0, and it
has the requirement to split this address range into five separate networks. The
required number of hosts for each subnet are following:

e 1. Subnet: 50 hosts
e 2. Subnet: 50 hosts
e 3. Subnet: 50 hosts
e 4. Subnet: 30 hosts
e 5. Subnet: 30 hosts

This cannot be achieved by using static subnetting. For this case, the static
subnetting can only divide the network into four subnets with 64 hosts each or eight
subnet with 32 hosts each. This method would not meet the requirement.

To be able to divide the network into five subnets, multiple masks should be
defined. Using a mask of 255.255.255.192, the network will be divided into four
subnets with 64 hosts each. After that, the last subnet can be further divided into
two subnets with 32 hosts each by using a mask of 255.255.255.224. There will be
three subnets with 64 hosts each and two subnets with 32 hosts each. This would
meet the requirements.

2.1.2.4 Obtaining a Subnet Mask

Usually, hosts will store the subnet mask to be used in a configuration file.
However, sometimes this cannot be done, as for example in the case of a diskless
workstation. The ICMP protocol includes two messages, address mask request
and address mask reply, that allow hosts to obtain the correct subnet mask from a
server. See 2.2.1.10, “Address Mask Request (17) and Address Mask Reply (18)”
on page 65 for more information.

2.1.2.5 Addressing Routers and Multi-homed Hosts

Whenever a host has a physical connection to multiple networks or subnets, it is
described as being multi-homed. All routers are multi-homed since their purpose is
to join networks or subnets. A multi-homed host always has different IP addresses
associated with each network adapter, since each adapter is in a different subnet or
network.
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2.1.3 IP Routing

An important function of the IP layer is IP routing. 1t provides the basic mechanism
for routers to interconnect different physical networks. This means that a host can
function as a normal host and a router simultaneously.

A basic router of this type is referred to as a router with partial routing information,
because the router only has information about four kinds of destinations:

e Hosts that are directly attached to one of the physical networks to which the
router is attached

e Hosts or networks for which the router has been given explicit definitions

e Hosts or networks for which the router has received an ICMP redirect message

A default destination for everything else

The last two items allow a basic router to begin with a very limited amount of
information and to increase its information because a more sophisticated router will
issue an ICMP redirect message if it receives a datagram and it knows of a better
router on the same network for the sender to use. This process is repeated each
time a basic router of this type is restarted.

Additional protocols are needed to implement a full-function router that can
exchange information with other routers in remote network. Such routers are
essential except in small networks. The protocols they use are discussed in
Chapter 3, “Routing Protocols” on page 95.

There are two types of IP routing: direct and indirect.

2.1.3.1 Direct Routing

If the destination host is attached to a physical network to which the source host is
also attached, an IP datagram can be sent directly, simply by encapsulating the IP
datagram in the physical network frame. This is called direct delivery and is
referred to as direct routing.

2.1.3.2 Indirect Routing

Indirect routing occurs when the destination host is not on a network directly
attached to the source host. The only way to reach the destination is via one or
more IP gateways. (Note that in TCP/IP terminology, the terms gateway and router
are used interchangeably for a system that actually performs the duties of a router.)
The address of the first of these gateways (the first hop) is called an indirect route
in the context of the IP routing algorithm. The address of the first gateway is the
only information needed by the source host.

In some cases there are multiple subnets defined on the same network. Even if
the destination host is on the same network with the source host, if the they are on
different subnets, then indirect routing is used. Thus, there is a need for a router
that forwards the traffic between subnets.
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Host A Host B

Host C Host D

Figure 10. IP - Direct and Indirect Routes. (Host C has a direct route to hosts B and D,
and an indirect route to host A via gateway B.)

2.1.3.3 IP Routing Table

The determination of available direct routes is derived from the list of local
interfaces available to IP and is composed by IP automatically at initialization. A
list of networks and associated gateways (indirect routes) needs to be configured to
be used with IP routing if required. Each host keeps the set of mappings between
the following:

e Destination IP network address(es)
e Route(s) to next gateway(s)

These are stored in a table called the IP routing table. Three types of mappings
can be found in this table:

1. The direct routes, for locally attached networks
2. The indirect routes, for networks reachable via one or more gateways

3. The default route, which contains the (direct or indirect) route to be used in
case the destination IP network is not found in the mappings of type 1 and 2
above

See the network in Figure 11 on page 37 for an example configuration.
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Host A Host B Host E Host F

Host C Host D

Figure 11. IP - Routing Table Scenario

The routing table of host D might contain the following (symbolic) entries:

destination router interface
129.7.0.0 E 1an0
128.15.0.0 D lan0
128.10.0.0 B 1an0
default B lan0
127.0.0.1 loopback Tlo

Figure 12. IP - Routing Table Example 1

The routing table of host F might contain the following (symbolic) entries:

destination router interface
129.7.0.0 F wan0
default E wan0

127.0.0.1 lToopback To

Figure 13. IP - Routing Table Example 2
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2.1.3.4 IP Routing Algorithm

IP uses a unique algorithm to route an IP datagram, called the IP routing algorithm.
To send an IP datagram on the network, the general IP routing algorithm has the
following form:

destination IP network address = my IP network address?

yes no
send IP datagram send IP datagram to
on local network gateway corresponding

to the destination IP
network address

3376\3376F20R

Figure 14. IP - IP Routing without Subnets

To be able to differentiate between subnets, the IP routing algorithm changes and
has the following form:

bitwise_ AND(destination IP address,subnet mask)

bitwise_ AND(my IP address,subnet mask)?

yes no
send IP datagram send IP datagram to
on local network gateway corresponding

to the destination IP
(sub)network address

3376\3376F20S

Figure 15. IP - IP Routing with Subnets

Some implications of this algorithm are:

e It is a change to the general IP algorithm. Therefore, to be able to operate this
way, the particular gateway must contain the new algorithm. Some
implementations may still use the general algorithm, and will not function within
a subnetted network, although they can still communicate with hosts in other
networks that are subnetted.

e As IP routing is used in all of the hosts (and not just the routers), all of the
hosts in the subnet must have:

1. An IP routing algorithm that supports subnetting.
2. The same subnet mask (unless subnets are formed within the subnet).

 |If the IP implementation on any of the hosts does not support subnetting, that
host will be able to communicate with any host in its own subnet but not with
any machine on another subnet within the same network. This is because the
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host sees only one IP network and its routing cannot differentiate between an
IP datagram directed to a host on the local subnet and a datagram that should
be sent via a router to a different subnet.

In case one or more hosts do not support subnetting, an alternative way to achieve
the same goal exists in the form of proxy-ARP, which doesn't require any changes
to the IP routing algorithm for single-homed hosts, but does require changes on
routers between subnets in the network. This is explained in more detail in 2.4.4,
“Proxy-ARP or Transparent Subnetting” on page 71.

The entire IP routing algorithm is illustrated in the figure below, including support of

subnets:
Take destination IP
address
Bitwise AND dest_IP_addr Bitwise AND local interface(s)
with local_subnet_mask(s) with local_subnet_mask(s)
YES Deliver directly using
Is there a match? the corresponding
local interface
NO
YES L
h indi Deliver indirectly
Is there an’|)n Irect to the corresponding
route entry’ NO router's IP address
YES
Is a default route 4® Deliver indirectly
specified? to the default router's
NO IP address

Send ICMP error message
"network unreachable"

Figure 16. IP - Routing Algorithm (with Subnets)

Notes:

1. This is an iterative process. It is applied by every host handling a datagram,
except for the host to which the datagram is finally delivered.

2. Routing tables and the routing algorithm are local to any host in an IP network.
In order to be able to forward IP datagrams on behalf of other hosts, routers
need to exchange their routing table information with other routers in the
network. This is done using special routing protocols, some of which are
discussed in Chapter 3, “Routing Protocols” on page 95.

2.1.4 Methods of Delivery - Unicast, Broadcast, Multicast and Anycast

The majority of IP addresses refer to a single recipient, called unicast addresses.
Unicast connections are one-to-one connections. Additionally, there are three
special types of IP addresses that are used for addressing multiple recipients:
broadcast addresses, multicast addresses and anycast addresses. As you see in
Figure 17 on page 40, a broadcast serves all, multicast only some and anycast
only one specific availbale host.
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Unicast

(===

Broadcast

&)

Multicast

Anycast

()=

Figure 17. IP - Packet Delivery Modes

3376\3376F2S1

Any protocol that is connectionless can send broadcast, multicast or anycast

messages as well as unicast messages. A protocol that is connection-oriented can
only use unicast addresses because the connection exists between a specific pair

of hosts.

2.1.4.1 Broadcasting

There are a number of addresses that are used for IP broadcasting. All use the

convention that all-bits 1 indicates all.

source addresses, only as destination addresses. The different types of broadcast

addresses are listed here:

Limited Broadcast Address

Broadcast addresses are never valid as

The address 255.255.255.255 (all bits 1 in all parts of the IP address) is used
on networks that support broadcasting, such as LANs, and it refers to all
hosts on the subnet. It does not require the host to know any IP configuration
information at all. All hosts on the local network will recognize the address,
but routers will never forward it.

There is one exception to this rule, called BOOTP forwarding. The BOOTP
protocol uses the limited broadcast address to allow a diskless workstation to
contact a boot server. BOOTP forwarding is a configuration option available
on some routers, including the IBM 2210 Nways Multiprotocol Router and the
IBM 2216 Nways Multiaccess Connector to make an exception for UDP
datagrams for ports 67 (used by the BOOTP protocol). Without this facility, a
separate BOOTP server would be required on each subnet. However, this is
not simple forwarding because the router also plays a part in the BOOTP
protocol. See 7.1, “Bootstrap Protocol (BOOTP)” on page 401 for more
information about BOOTP forwarding and 2.7, “User Datagram Protocol
(UDP)” on page 75 for an explanation of UDP ports.
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Network-Directed Broadcast Address
If the network number is a valid network number, the network is not subnetted
and the host number is all ones (for example, 128.2.255.255), then the
address refers to all hosts on the specified network. Routers should forward
these broadcast messages unless configured otherwise. This is used in ARP
requests (see 2.4, “Address Resolution Protocol (ARP)” on page 68) on
unsubnetted networks.

Subnet-Directed Broadcast Address
If the network number is a valid network number, the subnet number is a valid
subnet number and the host number is all ones, then the address refers to all
hosts on the specified subnet. Since the sender's subnet and the target
subnet may have different subnet mask, the sender must somehow find out
the subnet mask in use at the target. The actual broadcast is performed by
the router that receives the datagram into the subnet.

All-Subnets-Directed Broadcast Address
If the network number is a valid network number, the network is subnetted
and the local part is all ones (for example, 128.2.255.255), then the address
refers to all hosts on all subnets in the specified network. In principle routers
may propagate broadcasts for all subnets but are not required to do so. In
practice, they do not; there are few circumstances where such a broadcast
would be desirable, and it can lead to problems, particularly if a host has
been incorrectly configured with no subnet mask. Consider the wasted
resource involved if a host 9.180.214.114 in the subnetted Class A network 9
thought that it was not subnetted and used 9.255.255.255 as a local
broadcast address instead of 9.180.214.255 and all of the routers in the
network respected the request to forward the request to all clients.

If routers do respect all-subnets-directed broadcast address, they use an
algorithm called reverse path forwarding to prevent the broadcast messages
from multiplying out of control. See RFC 922 for more details on this
algorithm.

2.1.4.2 Multicasting

Broadcasting has a major disadvantage; its lack of selectivity. If an IP datagram is
broadcast to a subnet, every host on the subnet will receive it, and have to process
it to determine whether the target protocol is active. If it is not, the IP datagram is
discarded. Multicasting avoids this overhead by using groups of IP addresses.

Each group is represented by a 28-bit number, which is included in a Class D
address. So multicast group addresses are |IP addresses in the range 224.0.0.0 to
239.255.255.255. For each multicast address there is a set of zero or more hosts
that are listening to it. This set is called the host group. There is no requirement
for any host to be a member of a group to send to that group. Packets that are
sent to a multicast address, are forwared only to the members of the corresponding
host group. So multicast makes it possible to establish a one to some connection.
See 9.1, “Multicasting” on page 467 for detailed information about IP multicasting.

2.1.4.3 Anycasting

Sometimes, the same IP services are provided by different hosts. For example, a
user wants to download a file via FTP and the file is available on different FTP
servers. But the user doesn't know which connection is the fastest. So it is
possible that the connection to the server from which he or she downloads the file
is slower than the other ones.
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Hosts that provide the same IP service could serve an anycast address to other
hosts that may require the service. The connection is made to the first host in the
anycast address group that responds. This process guarantees that the service is
provided by the host that has the best connection to the receiver.

The anycast service will be part of IPV6. Please see Anycast Address on
page 371 for further details about anycasting.

2.1.5 The IP Address Exhaustion Problem

The number of networks on the Internet has been approximately doubling annually
for a number of years. However, the usage of the Class A, B and C networks
differs greatly. Nearly all of the new networks assigned in the late 1980s were
Class B, and in 1990 it became apparent that if this trend continued, the last Class
B network number would be assigned during 1994. On the other hand, Class C
networks were hardly being used.

The reason for this trend was that most potential users found a Class B network to
be large enough for their anticipated needs, since it accommodates up to 65534
hosts, whereas a class C network, with a maximum of 254 hosts, severely restricts
the potential growth of even a small initial network. Furthermore, most of the class
B networks being assigned were small ones. There are relatively few networks that
would need as many as 65,534 host addresses, but very few for which 254 hosts
would be an adequate limit. In summary, although the Class A, Class B and Class
C divisions of the IP address are logical and easy-to-use (because they occur on
byte boundaries), with hindsight they are not the most practical because Class C
networks are too small to be useful for most organizations while Class B networks
are too large to be densely populated by any but the largest organizations.

In May 1996, there were all of Class A addresses either allocated or assigned, as
well as 61.95 percent of Class B and 36.44 percent of Class C IP network
addresses. The terms assigned and allocated in this context have the following
meanings:

Assigned
The number of network numbers in use. The Class C figures are somewhat
inaccurate, because the figures do not include many class C networks in
Europe, which were allocated to RIPE and subsequently assigned but which
are still recorded as allocated.

Allocated
This includes all of the assigned networks and additionally, those networks
that have either been reserved by IANA (for example, the 63 class A networks
are all reserved by IANA) or have been allocated to regional registries by
IANA and will subsequently be assigned by those registries.

Another way to look at these numbers is to examine the proportion of the address
space that has been used. The figures in the table do not show for example that
the Class A address space is as big as the rest combined, or that a single Class A
network can theoretically have as many hosts as 66,000 Class C networks.

Since 1990, the number of assigned Class B networks has been increasing at a
much lower rate than the total number of assigned networks and the anticipated
exhaustion of the Class B network numbers has not yet occurred. The reason for
this is that the policies of the InterNIC on network number allocation were changed
in late 1990 to preserve the existing address space, in particular to avert the
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exhaustion of the Class B address space. The new policies can be summarized as
follows.

e The upper half of the Class A address space (network numbers 64 to 127) is
reserved indefinitely to allow for the possibility of using it for transition to a new
numbering scheme.

» Class B networks are only assigned to organizations that can clearly
demonstrate a need for them. The same is, of course, true for Class A
networks. The requirements for Class B networks are that the requesting
organization:

— Has a subnetting plan that documents more than 32 subnets within its
organizational network

— Has more than 4096 hosts

Any requirements for a Class A network would be handled on an individual
case basis.

¢ Organizations that do not fulfill the requirements for a Class B network are
assigned a consecutively numbered block of Class C network numbers.

¢ The lower half of the Class C address space (hetwork nhumbers 192.0.0 through
207.255.255) is divided into eight blocks, which are allocated to regional
authorities as follows:

192.0.0 - 193.255.255 Multi-regional

194.0.0 - 195.255.255 Europe

196.0.0 - 197.255.255 Others

198.0.0 - 199.255.255 North America

200.0.0 - 201.255.255 Central and South America
202.0.0 - 203.255.255 Pacific Rim

204.0.0 - 205.255.255 Others

206.0.0 - 207.255.255 Others

The ranges defined as Others are to be where flexibility outside the constraints
of regional boundaries is required. The range defined as multi-regional
includes the Class C networks that were assigned before this new scheme was
adopted. The 192 networks were assigned by the InterNIC and the 193
networks were previously allocated to RIPE in Europe.

The upper half of the Class C address space (208.0.0 to 223.255.255) remains
unassigned and unallocated.

¢ Where an organization has a range of class C network numbers, the range
provided is assigned as a bit-wise contiguous range of network numbers, and
the number of networks in the range is a power of 2. That is, all IP addresses
in the range have a common prefix, and every address with that prefix is within
the range. For example, a European organization requiring 1500 IP addresses
would be assigned eight Class C network numbers (2048 IP addresses) from
the number space reserved for European networks (194.0.0 through
195.255.255) and the first of these network numbers would be divisible by
eight. A range of addresses satisfying these rules would be 194.32.136
through 194.32.143, in which case the range would consist of all of the IP
addresses with the 21-bit prefix 194.32.136, or B'110000100010000010001".
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The maximum number of network numbers assigned contiguously is 64,
corresponding to a prefix of 18 bits. An organization requiring more than 4096
addresses but less than 16,384 addresses can request either a Class B or a
range of Class C addresses. In general, the number of Class C networks
assigned is the minimum required to provide the necessary number of IP
addresses for the organization on the basis of a two-year outlook. However, in
some cases, an organization can request multiple networks to be treated
separately. For example, an organization with 600 hosts would normally be
assigned four class C networks. However, if those hosts were distributed
across 10 token-ring LANs with between 50 and 70 hosts per LAN, such an
allocation would cause serious problems, since the organization would have to
find 10 subnets within a 10-bit local address range. This would mean at least
some of the LANs having a subnet mask of 255.255.255.192 which allows only
62 hosts per LAN. The intent of the rules is not to force the organization into
complex subnetting of small networks, and the organization should request 10
different Class C numbers, one for each LAN.

The current rules are to be found in RFC 2050 — INTERNET REGISTRY IP
ALLOCATION GUIDELINES which updates RFC 1466. The reasons for the rules
for the allocation of Class C network numbers will become apparent in the following
sections. The use of Class C network numbers in this way has averted the
exhaustion of the Class B address space, but it is not a permanent term solution to
the overall address space constraints that are fundamental to IP. A long-term
solution is discussed in Chapter 6, “IP Version 6” on page 357.

Today, there are three registries that handle world-wide IP address assignments:

APNIC (Asia-Pacific Network Information Center)
Handles IP address allocation for Asia-Pacific. APNIC can be contacted at
the following URL:

http://www.apnic.net

ARIN (American Registry for Internet Numbers )
Handles IP address allocation for North and South America, the Caribbean,
and sub-Saharan Africa. ARIN can be contacted at the following URL:

http://www.arin.net

RIPE NCC (Reseau IP Europeens)
Handles IP address allocation for Europe and surrounding areas. RIPE NCC
can be contacted at the following URL:

http://www.ripe.net

2.1.6 Intranets (Private IP Addresses)

44

Another approach to conservation of the IP address space is described in RFC
1918 — Address Allocation for Private Internets. Briefly, it relaxes the rule that IP
addresses are globally unique by reserving part of the address space for networks
that are used exclusively within a single organization and that do not require IP
connectivity to the Internet. There are three ranges of addresses that have been
reserved by IANA for this purpose:

10 A single Class A network
172.16 through 172.31 16 contiguous Class B networks
192.168.0 through 192.168.255 256 contiguous Class C networks

TCP/IP Tutorial and Technical Overview



Any organization can use any addresses in these ranges without reference to any
other organization. However, because these addresses are not globally unique,
they cannot be referenced by hosts in another organization and they are not
defined to any external routers. Routers in networks not using private addresses,
particularly those operated by Internet service providers, are expected to quietly
discard all routing information regarding these addresses. Routers in an
organization using private addresses are expected to limit all references to private
addresses to internal links; they should neither advertise routes to private
addresses to external routers nor forward IP datagrams containing private
addresses to external routers. Hosts having only a private IP address do not have
IP layer connectivity to the Internet. This may be desirable and may even be a
reason for using private addressing. All connectivity to external Internet hosts must
be provided with application gateways (please see 5.3.4, “Application Level
Gateway (Proxy)” on page 284).

2.1.7 Classless Inter-Domain Routing (CIDR)

It has been mentioned in 2.1.1, “IP Addressing” on page 27 that due to the impacts
of growth, the IP address space will near exhaustion very soon if addresses are
assigned as they are requested or as they used to be assigned. IPv6 will easily
overcome that problem (see Chapter 6, “IP Version 6” on page 357), but what can
be done until IPv6 will be fully deployed?

One idea was to use a range of Class C addresses instead of a single Class B
address. The problem there is that each network must be routed separately
because standard IP routing understands only class A, B and C network addresses
(see 2.1.3, “IP Routing” on page 35).

Within each of these types of network, subnetting can be used to provide better
granularity of the address space within each network, but there is no way to specify
that multiple Class C networks are actually related (see 2.1.2, “IP Subnets” on
page 30). The result of this is termed the routing table explosion problem: A
Class B network of 3000 hosts requires one routing table entry at each backbone
router, whereas the same network, if addressed as a range of Class C networks,
would require 16 entries.

The solution to this problem is a scheme called Classless Inter-Domain Routing
(CIDR). CIDR is described in RFCs 1518 to 1520.

CIDR does not route according to the class of the network number (hence the term
classless) but solely according to the high order bits of the IP address, which are
termed the IP prefix. Each CIDR routing table entry contains a 32-bit IP address
and a 32-bit network mask, which together give the length and value of the IP
prefix. This can be represented as <IP_address network_mask>. For example, to
address a block of eight Class C addresses with one single routing table entry, the
following representation would suffice: <192.32.136.0 255.255.248.0>. This
would, from a backbone point of view, refer to the Class C network range from
192.32.136.0 to 192.32.143.0 as one single network because of the identical IP
prefix, as illustrated in Figure 18 on page 46:
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11000000 00100000 10001000 00000000 = 192.32.136.0 (class C address)
11111111 11111111 11111--- -------- 255.255.248.0 (network mask)
===================================== ]ogjca]_AND

11000000 00100000 10001--- -------- 192.32.136 (IP prefix)

11000000 00100000 10001111 00000000 = 192.32.143.0 (class C address)
11111111 11111111 11111--- -------- 255.255.248.0 (network mask)
===================================== ]ogjca]_AND

11000000 00100000 10001--- -------- 192.32.136 (same IP prefix)

Figure 18. Classless Inter-Domain Routing - IP Supernetting Example

This process of combining multiple networks into a single entry is referred to as
supernetting because routing is based on network masks that are shorter than the
natural network mask of an IP address, in contrast to subnetting (see 2.1.2, “IP

Subnets” on page 30) where the subnet masks are longer than the natural network

mask.

The current Internet address allocation policies and the assumptions on which
those policies were based, are described in RFC 1518 — An Architecture for IP
Address Allocation with CIDR. They can be summarized as follows:

» |P address assignment reflects the physical topology of the network and not the

organizational topology; wherever organizational and administrative boundaries

do not match the network topology, they should not be used for the assignment

of IP addresses.

* In general, network topology will closely follow continental and national
boundaries and therefore IP addresses should be assigned on this basis.

e There will be a relatively small set of networks that carry a large amount of
traffic between routing domains and which will be interconnected in a
non-hierarchical way and that will cross national boundaries. These are
referred to as transit routing domains (TRDs). Each TRD will have a unique IP
prefix. TRDs will not be organized in a hierarchical way where there is no
appropriate hierarchy. However, wherever a TRD is wholly within a continental
boundary, its IP prefix should be an extension of the continental IP prefix.

e There will be many organizations that have attachments to other organizations
that are for the private use of those two organizations and that do not carry
traffic intended for other domains (transit traffic). Such private connections do
not have a significant effect on the routing topology and can be ignored.

e The great majority of routing domains will be single-homed. That is, they will
be attached to a single TRD. They should be assigned addresses that begin
with that TRD's IP prefix. All of the addresses for all single-homed domains

attached to a TRD can therefore be aggregated into a single routing table entry

for all domains outside that TRD.

Note: This implies that if an organization changes its Internet service provider,
it should change all of its IP addresses. This is not the current practice,

but the widespread implementation of CIDR is likely to make it much
more common.

e There are a number of address assignment schemes that can be used for
multi-homed domains. These include:
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— The use of a single IP prefix for the domain. External routers must have an
entry for the organization that lies partly or wholly outside the normal
hierarchy. Where a domain is multi-homed but all of the attached TRDs
themselves are topologically nearby, it would be appropriate for the
domain's IP prefix to include those bits common to all of the attached
TRDs. For example, if all of the TRDs were wholly within the United
States, an IP prefix implying an exclusively North American domain would
be appropriate.

— The use of one IP prefix for each attached TRD, with hosts in the domain
having IP addresses containing the IP prefix of the most appropriate TRD.
The organization appears to be a set of routing domains.

— Assigning an IP prefix from one of the attached TRDs. This TRD becomes
a default TRD for the domain but other domains can explicitly route by one
of the alternative TRDs.

— The use of IP prefixes to refer to sets of multi-homed domains having the
TRD attachments. For example, there may be an IP prefix to refer to
single-homed domains attached to network A, one to refer to single-homed
domains attached to network B and one to refer to dual-homed domains
attached to networks A and B.

e Each of these has various advantages, disadvantages and side effects. For
example, the first approach tends to result in inbound traffic entering the target
domain closer to the sending host than the second approach, and therefore a
larger proportion of the network costs are incurred by the receiving
organization.

Because multi-homed domains can vary greatly in character and none of the
above schemes is suitable for all such domains, there is no single policy that is
best and RFC 1518 does not specify any rules for choosing between them.

2.1.7.1 CIDR Implementation

The implementation of CIDR in the Internet is primarily based on Border Gateway
Protocol Version 4 (see 3.4.2, “Border Gateway Protocol (BGP-4)" on page 135).
The implementation strategy, described in RFC 1520 — Exchanging Routing
Information Across Provider Boundaries in the CIDR Environment involves a staged
process through the routing hierarchy beginning with backbone routers. Network
service providers are divided into four types:

Type 1
Those that cannot employ any default inter-domain routing.

Type 2
Those that use default inter-domain routing but require explicit routes for a
substantial proportion of the assigned IP network numbers.

Type 3
Those that use default inter-domain routing and supplement it with a small
number of explicit routes.

Type 4
Those that perform all inter-domain routing using only default routes.

The CIDR implementation involves an implementation beginning with the Type 1
network providers, then the Type 2 and finally the Type 3 ones. CIDR has already
been widely deployed in the backbone and over 9,000 class-based routes have
been replaced by approximately 2,000 CIDR-based routes.
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2.1.8 IP Datagram
The unit of transfer of a data packet in TCP/IP is called an IP datagram. It is made
up of a header containing information for IP and data that is only relevant to the
higher level protocols.

header data

base IP datagram...

physical network header IP datagram as data

encapsulated within the physical network's frame
3376\3376F203

Figure 19. IP - Format of a Base IP Datagram

IP can handle fragmentation and re-assembly of IP datagrams. The maximum
length of an IP datagram is 65,535 bytes (or octets). There is also a requirement
for all TCP/IP hosts to support IP datagrams of size up to 576 bytes without
fragmentation.

Fragments of a datagram all have a header, basically copied from the original
datagram, and data following it. They are treated as normal IP datagrams while
being transported to their destination. Note, however, that if one of the fragments
gets lost, the complete datagram is considered lost since IP does not provide any
acknowledgment mechanism, so the remaining fragments will simply be discarded
by the destination host.

2.1.8.1 |IP Datagram Format
The IP datagram header is a minimum of 20 bytes long:
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0O 4 8 6 9 4 1
VERS | HLEN Service Total Length
Type
D FLG Fragment
Offset
Header
TTL Protocol Checksum
Source IP Address
Destination IP Address
IP Options Padding

Data ...

Figure 20. IP - Format of an IP Datagram Header

Where:
VERS

The version of the IP protocol. The current version is 4. 5 is experimental
and 6 is IPv6 (see 6.2, “The IPv6 Header Format” on page 358).

HLEN

The length of the IP header counted in 32-bit quantities. This does not

include the data field.

Service Type
The service type is an indication of the quality of service requested for this IP

datagram.

0 1 2 3 4 5 6 7
precedence TOS MBZ
3376\3376F205

Figure 21. IP - Service Type

Where:

Precedence
Is a measure of the nature and priority of this datagram:

000
001
010
011
100

Routine
Priority
Immediate
Flash

Flash override
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101 Critical
110 Internetwork control
111 Network control

TOS
Specifies the type of service value:

1000
Minimize delay

0100
Maximize throughput

0010
Maximize reliability

0001
Minimize monetary cost

0000
Normal service

MBZ
Reserved for future use (must be zero unless participating in an Internet
protocol experiment, which makes use of this bit).

A detailed description of the type of service can be found in the RFC
1349 (please also refer to 10.1, “Why QoS?” on page 505 for more
details).

Total Length
The total length of the datagram, header and data, specified in bytes.

Identification
A unique number assigned by the sender to aid in reassembling a fragmented
datagram. Fragments of a datagram will have the same identification number.

Flags
Various control flags:
0 1 2
D M
0O |F |F

Figure 22. IP - Flags

Where:
0 Reserved, must be zero.

DF Don't Fragment: 0 means allow fragmentation, 1 means do not allow
fragmentation.

MF More Fragments: 0 means that this is the last fragment of this datagram,
1 means that this is not the last fragment.

Fragment Offset
Used with fragmented datagrams, to aid in reassembly of the full datagram.
The value is the number of 64-bit pieces (header bytes are not counted) that
are contained in earlier fragments. In the first (or only) fragment, this value is
always zero.
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Time to Live

Specifies the time (in seconds) this datagram is allowed to travel. Each router
where this datagram passes is supposed to subtract from this field its
processing time for this datagram. Actually a router is able to process a
datagram in less than 1 second; thus it will subtract one from this field, and
the TTL becomes a hop-count metric rather than a time metric. When the
value reaches zero, it is assumed that this datagram has been traveling in a
closed loop and it is discarded. The initial value should be set by the higher
level protocol that creates the datagram.

Protocol Number

Indicates the higher level protocol to which IP should deliver the data in this
datagram. Some important values are:

0 Reserved

Internet Control Message Protocol (ICMP)
Internet Group Management Protocol (IGMP)
Gateway-to-Gateway Protocol (GGP)

IP (IP encapsulation)

Stream

Transmission Control Protocol (TCP)
Exterior Gateway Protocol (EGP)

Private Interior Routing Protocol

R © © O 00 A W N R

7 User Datagram Protocol (UDP)

41 IP Version 6 (IPv6)

50 Encap Security Payload for IPv6 (ESP)
51 Authentication Header for IPv6 (AH)
89 Open Shortest Path First

The full list can be found in STD 2 — Assigned Internet Numbers.

Header Checksum

Is a checksum on the header only. It does not include the data. The
checksum is calculated as the 16-bit one's complement of the one's
complement sum of all 16-bit words in the header. For the purpose of this
calculation, the checksum field is assumed to be zero. If the header
checksum does not match the contents, the datagram is discarded because at
least one bit in the header is corrupt, and the datagram may even have
arrived at the wrong destination.

Source IP Address

The 32-bit IP address of the host sending this datagram.

Destination IP Address

The 32-bit IP address of the destination host for this datagram.

Options

Variable length. An IP implementation is not required to be capable of
generating options in the datagrams it creates, but all IP implementations are
required to be able to process datagrams containing options. The Options
field is variable in length. There may be zero or more options. There are two
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option formats. The format for each is dependent on the value of the option
number found in the first byte.

e A type byte alone.

type

1 byte
Figure 23. IP - A Type Byte

e A type byte, a length byte and one or more option data bytes.

/1
type length option data...
/1

1lbyte 1 byte length - 2 bytes

Figure 24. IP - A Type Byte, a Length Byte and One or More Option Data Bytes
The type byte has the same structure in both cases:

0 1 2 3 4 5 6 7

fc class option number

3376\3376F209
Figure 25. IP - The Type Byte Structure

Where:

fc  Flag copy indicates whether (1) or not (0) the option field is to be copied
when the datagram is fragmented.

class
The option class is a 2-bit unsigned integer:

0 control

1 reserved

2 debugging and measurement
3 reserved

option number
The option number is a 5-bit unsigned integer.

0 End of option list. It has a class of 0, the fc bit is set to zero, and
it has no length byte or data. That is, the option list is terminated
by a X'00' byte. Itis only required if the IP header length (which
is a multiple of 4 bytes) does not match the actual length of the
options.

1 No operation. It has a class of 0, the fc bit is not set and there is
no length byte or data. That is, a X'01' byte is a NOP. It may be
used to align fields in the datagram.
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2 Security. It has a class of 0, the fc bit is set and there is a length
byte with a value of 11 and 8 bytes of data). It is used for security
information needed by U.S. Department of Defense requirements.

3 Loose source routing. It has a class of 0, the fc bit is set and
there is a variable length data field. This option is discussed in
more detail below.

4 Internet time stamp. It has a class of 2, the fc bit is not set and
there is a variable length data field. The total length may be up to
40 bytes. This option is discussed in more detail below.

7  Record route. It has a class of 0, the fc bit is not set and there is
a variable length data field. This option is discussed in more detail
below.

8 Stream ID. It has a class of 0, the fc bit is set and there is a
length byte with a value of 4 and one data byte. It is used with the
SATNET system.

9 Strict source routing. It has a class of 0, the fc bit is set and there
is a variable length data field. This option is discussed in more
detail below.

length
Counts the length (in bytes) of the option, including the type and length
fields.

option data
Contains data relevant to the option.

padding
If an option is used, the datagram is padded with all-zero bytes up to the next
32-bit boundary.

data
The data contained in the datagram is passed to a higher level protocol, as
specified in the protocol field.

2.1.8.2 Fragmentation

When an IP datagram travels from one host to another it can cross different
physical networks. Physical networks have a maximum frame size, called the
maximum transmission unit (MTU), that limits the length of a datagram that can be
placed in one physical frame. Therefore, a scheme has been put in place to
fragment long IP datagrams into smaller ones, and to reassemble them at the
destination host. [P requires that each link has an MTU of at least 68 bytes, so if
any network provides a lower value than this, fragmentation and re-assembly must
be implemented in the network interface layer in a way that is transparent to IP. 68
is the sum of the maximum IP header length of 60 bytes and the minimum possible
length of data in a non-final fragment (8 bytes). IP implementations are not
required to handle unfragmented datagrams larger than 576 bytes, but most
implementations will handle larger values, typically slightly more than 8192 bytes or
higher, and rarely less than 1500.

An unfragmented datagram has all-zero fragmentation information. That is, the

more fragments flag bit is zero and the fragment offset is zero. When
fragmentation is to be done, the following steps are performed:
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e The DF flag bit is checked to see if fragmentation is allowed. If the bit is set,
the datagram will be discarded and an error will be returned to the originator
using ICMP.

e Based on the MTU value, the data field is split into two or more parts. All
newly created data portions must have a length that is a multiple of 8 bytes,
with the exception of the last data portion.

e All data portions are placed in IP datagrams. The header of these datagrams
are copies of the original one, with some modifications:

— The more fragments flag bit is set in all fragments except the last.

— The fragment offset field in each is set to the location this data portion
occupied in the original datagram, relative to the beginning of the original
unfragmented datagram. The offset is measured in 8-byte units.

— If options were included in the original datagram, the high order bit of the
option type byte determines whether or not they will be copied to all
fragment datagrams or just to the first one. For instance, source route
options have to be copied in all fragments and therefore they have this bit
set.

— The header length field of the new datagram is set.
— The total length field of the new datagram is set.
— The header checksum field is re-calculated.

e Each of these fragmented datagrams is now forwarded as a normal IP
datagram. IP handles each fragment independently, that is, the fragments can
traverse different routers to the intended destination, and can be subject to
further fragmentation if they pass through networks that have smaller MTUs.

At the destination host, the data has to be reassembled into one datagram. The
identification field of the datagram was set by the sending host to a unique number
(for the source host, within the limits imposed by the use of a 16-bit number). As
fragmentation doesn't alter this field, incoming fragments at the receiving side can
be identified if this ID field is used together with the source and destination IP
addresses in the datagram.

In order to reassemble the fragments, the receiving host allocates a buffer in
storage as soon as the first fragment arrives. A timer routine is then started.

When the timer times out and not all of the fragments have been received, the
datagram is discarded. The initial value of this timer is called the IP datagram
time-to-live (TTL) value. It is implementation-dependent, and some implementations
allow it to be configured; for example, IBM AIX Version 4.3 provides an ipfragttl
option with a default value of 60 seconds.

When subsequent fragments of the datagram arrive before the timer expires, the
data is simply copied into the buffer storage at the location indicated by the
fragment offset field. As soon as all fragments have arrived the complete original
unfragmented datagram is restored, and processing continues just as for
unfragmented datagrams.

Note: IP does not provide the reassembly timer. It will treat each and every
datagram, fragmented or not, the same way, that is, as individual
messages. It is up to the higher layer to implement a timeout and to look
after any missing fragments. The higher layer could be TCP for a
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connection-oriented transport network or the application for connectionless
transport networks based upon UDP and IP.

The netstat command can be used on some TCP/IP hosts to list details of
fragmentation that is occurring. An example of this is the netstat -i command in
TCP/IP for OS/2.

2.1.8.3 IP Datagram Routing Options

The IP datagram Options field allows two methods for the originator of an IP
datagram to explicitly provide routing information and one method for an IP
datagram to determine the route that it travels.

Loose Source Routing:  The Loose Source Routing option, also called the Loose
Source and Record Route (LSRR) option, provides a means for the source of an IP
datagram to supply explicit routing information to be used by the routers in
forwarding the datagram to the destination, and to record the route followed.

[
i
10000011 | length pointer route data

/1
3376\3376F20T

Figure 26. IP - Loose Source Routing Option

1000011
(Decimal 131) is the value of the option type byte for loose source routing.

length
Contains the length of this option field, including the type and length fields.

pointer
Points to the option data at the next IP address to be processed. It is
counted relative to the beginning of the option, so its minimum value is four.
If the pointer is greater than the length of the option, the end of the source
route is reached and further routing is to be based on the destination IP
address (as for datagrams without this option).

route data

Is a series of 32-bit IP addresses.
Whenever a datagram arrives at its destination and the source route is not empty
(pointer < length) the receiving host will:

e Take the next IP address in the route data field (the one indicated by the
pointer field) and put it in the destination IP address field of the datagram.

e Put the local IP address in the source list at the location pointed to by the
pointer field. The IP address for this is the local IP address corresponding to
the network on which the datagram will be forwarded. (Routers are attached to
multiple physical networks and thus have multiple IP addresses.)

* Increment pointer by 4.
e Transmit the datagram to the new destination IP address.
This procedure ensures that the return route is recorded in the route data (in

reverse order) so that the final recipient uses this data to construct a loose source
route in the reverse direction. This is a loose source route because the forwarding
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router is allowed to use any route and any number of intermediate routers to reach
the next address in the route.

Note: The originating host puts the IP address of the first intermediate router in
the destination address field and the IP addresses of the remaining routers
in the path, including the target destination are placed in the source route
option. The recorded route in the datagram when it arrives at the target
contains the IP addresses of each of the routers that forwarded the
datagram. Each router has moved one place in the source route, and
normally a different IP address will be used, since the routers record the IP
address of the outbound interface but the source route originally contained
the IP address of the inbound interface.

Strict Source Routing:  The Strict Source Routing option, also called the Strict
Source and Record Route (SSRR) option, uses the same principle as loose source
routing except that the intermediate router must send the datagram to the next IP
address in the source route via a directly connected network and not via an
intermediate router. If it cannot do so it reports an error with an ICMP Destination
Unreachable message.

10001001 | length pointer route data

/1
3376\3376F20U

Figure 27. IP - Strict Source Routing Option

1001001
(Decimal 137) is the value of the option type byte for strict source routing.

length
Has the same meaning as for loose source routing.

pointer
Has the same meaning as for loose source routing.

route data
Is a series of 32-bit IP addresses.

Record Route: This option provides a means to record the route of an IP
datagram. It functions similarly to the source routing discussed above, but this time
the source host has provided an empty routing data field, which will be filled in as
the datagram traverses routers. Note that sufficient space for this routing
information must be provided by the source host: if the data field is filled before the
datagram reaches its destination, the datagram is forwarded with no further
recording of the route.

00000111 | length pointer route data

/1

3376\3376F20V

Figure 28. IP - Record Route Option

0000111
(Decimal 7) is the value of the option type byte for record route
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length.
Has the same meaning as for loose source routing.

pointer
Has the same meaning as for loose source routing.

route data
Is a multiple of four bytes in length chosen by the originator of the datagram.

2.1.8.4 Internet Time Stamp

A time stamp is an option forcing some (or all) of the routers on the route to the
destination to put a time stamp in the option data. The time stamps are measured
in seconds and can be used for debugging purposes. They cannot be used for
performance measurement for two reasons:

e They are insufficiently precise because most IP datagrams will be forwarded in
less than one second.

¢ They are insufficiently accurate because IP routers are not required to have
synchronized clocks.

0 8 16 24 28

01000100 length pointer | oflw | flag

IP address

timestamp

3376\3376F20W

Figure 29. IP - Internet Time Stamp Option

Where:

01000100
(Decimal 68) is the value of the option type for the internet time stamp option.

length
Contains the total length of this option, including the type and length fields.

pointer
Points to the next time stamp to be processed (first free time stamp).

oflw (overflow)
Is a 4 bit unsigned integer of the number of IP modules that cannot register
time stamps due to a lack of space in the data field.

flag |s a 4-bit value which indicates how time stamps are to be registered. Values
are:

0 Time stamps only, stored in consecutive 32-bit words.

1 Each time stamp is preceded by the IP address of the registering module.

2 The IP address fields are pre-specified, and an IP module only registers
when it finds its own address in the list.

Time stamp
A 32-bit time stamp recorded in milliseconds since midnight UT (GMT).
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The originating host must compose this option with a large enough data area to
hold all the time stamps. If the time stamp area becomes full, no further time
stamps are added.

2.2 Internet Control Message Protocol (ICMP)

58

ICMP is a standard protocol with STD number 5. That standard also includes IP
(see 2.1, “Internet Protocol (IP)” on page 27) and IGMP (see 9.2, “Internet Group
Management Protocol (IGMP)” on page 469). lIts status is required. It is described
in RFC 792 with updates in RFC 950.

Path MTU Discovery is a draft standard protocol with a status of elective. It is
described in RFC 1191.

ICMP Router Discovery is a proposed standard protocol with a status of elective. It
is described in RFC 1256.

When a router or a destination host must inform the source host about errors in
datagram processing, it uses the Internet Control Message Protocol (ICMP). ICMP
can be characterized as follows:

e |CMP uses IP as if ICMP were a higher level protocol (that is, ICMP messages
are encapsulated in IP datagrams). However, ICMP is an integral part of IP
and must be implemented by every IP module.

e |ICMP is used to report some errors, not to make IP reliable. Datagrams may
still be undelivered without any report on their loss. Reliability must be
implemented by the higher level protocols that use IP.

e ICMP can report errors on any IP datagram with the exception of ICMP
messages, to avoid infinite repetitions.

e For fragmented IP datagrams, ICMP messages are only sent about errors on
fragment zero. That is, ICMP messages never refer to an IP datagram with a
non-zero fragment offset field.

* |CMP messages are never sent in response to datagrams with a destination IP
address that is a broadcast or a multicast address.

¢ |CMP messages are never sent in response to a datagram that does not have
a source IP address that represents a unique host. That is, the source address
cannot be zero, a loopback address, a broadcast address or a multicast
address.

* ICMP messages are never sent in response to ICMP error messages. They
can be sent in response to ICMP query messages (ICMP types 0, 8, 9, 10 and
13 through 18).

e RFC 792 states that ICMP messages can be generated to report IP datagram
processing errors, not must. In practice, routers will almost always generate
ICMP messages for errors, but for destination hosts, the number of ICMP
messages generated is implementation dependent.

TCP/IP Tutorial and Technical Overview



2.2.1 ICMP Messages

ICMP messages are described in RFC 792 and RFC 950, belong to STD 5 and are

mandatory.

ICMP messages are sent in IP datagrams. The IP header will always have a
Protocol number of 1, indicating ICMP and a type of service of zero (routine). The
IP data field will contain the actual ICMP message in the format shown in

Figure 30.

0 8 16 31

type code checksum

ICMP data (depending on the type of message)

3376\3376F2A1

Figure 30. ICMP - Message Format

Where:
Type

Code

Specifies the type of the message:

Echo reply

Destination unreachable
Source quench

Redirect

Echo

Router advertisement

10 Router solicitation

11 Time exceeded

12 Parameter problem

13 Time Stamp request

14 Time Stamp reply

15 Information request (obsolete)
16 Information reply (obsolete)
17 Address mask request

18 Address mask reply

30 Traceroute

31 Datagram conversion error
32 Mobile host redirect

33 IPv6 Where-Are-You

34 IPv6 I-Am-Here

35 Mobile registration request
36 Mobile registration reply
37 Domain name request

38 Domain name reply

39 SKIP

40 Photuris

© U1k~ WwOo

Contains the error code for the datagram reported on by this ICMP

message. The interpretation is dependent upon the message type.
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Checksum Contains the 16-bit one's complement of the one's complement sum
of the ICMP message starting with the ICMP Type field. For
computing this checksum, the checksum field is assumed to be zero.
This algorithm is the same as that used by IP for the IP header.
Compare this with the algorithm used by UDP and TCP (see 2.7,
“User Datagram Protocol (UDP)” on page 75 and 2.8, “Transmission
Control Protocol (TCP)” on page 78), which also include a pseudo-IP
header in the checksum.

Data Contains information for this ICMP message. Typically it will contain a
part of the original IP message for which this ICMP message was
generated. The length of the data can be determined from the length
of the IP datagram that contains the message less the IP header
length.

Each of the messages is explained below.
2.2.1.1 Echo (8) and Echo Reply (0)

0 8 16 31

identifier sequence number

data ...

3376\3376F2A6
Figure 31. ICMP - Echo and Echo Reply

Echo is used to detect if another host is active on the network. The sender
initializes the identifier and sequence number (which is used if multiple echo
requests are sent), adds some data to the data field and sends the ICMP echo to
the destination host. The ICMP header code field is zero. The recipient changes
the type to Echo Reply and returns the datagram to the sender. This mechanism is
used by the Ping command to determine if a destination host is reachable (see
2.2.2.1, “Ping” on page 66).

2.2.1.2 Destination Unreachable (3)

0 8 16 31

unused (zero)

IP header + 64 bits of original data of the datagram

3376\3376F2A2
Figure 32. ICMP - Destination Unreachable

If this message is received from an intermediate router, it means that the router
regards the destination IP address as unreachable.

If this message is received from the destination host, it means that the protocol
specified in the protocol number field of the original datagram is not active, or that
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protocol is not active on this host or the specified port is inactive. (See 2.7, “User
Datagram Protocol (UDP)” on page 75 for an introduction to the port concept.)

The ICMP header code field will have one of the following values:

Network unreachable

Host unreachable

Protocol unreachable

Port unreachable

Fragmentation needed but the Do Not Fragment bit was set
Source route failed

Destination network unknown

Destination host unknown

Source host isolated (obsolete)

Destination network administratively prohibited

10 Destination host administratively prohibited

11 Network unreachable for this type of service

12 Host unreachable for this type of service

13 Communication administratively prohibited by filtering
14 Host precedence violation

15 Precedence cutoff in effect

©Coo~NOOOh~WNEO

If a router implements the Path MTU Discovery protocol, the format of the
destination unreachable message is changed for code 4 to include the MTU of the
link that could not accept the datagram.

0 8 16 31

unused (zero) link MTU

IP header + 64 bits of original data of the datagram

3376\3376F2A3
Figure 33. ICMP - Fragmentation Required with Link MTU

2.2.1.3 Source Quench (4)

0 8 16 31

unused (zero)

IP header + 64 bits of original data of the datagram

3376\3376F2A4
Figure 34. ICMP - Source Quench

If this message is received from an intermediate router, it means that the router
does not have the buffer space needed to queue the datagrams for output to the
next network.

If this message is received from the destination host, it means that the incoming
datagrams are arriving too quickly to be processed.
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The ICMP header code field is always zero.

2.2.1.4 Redirect (5)

0 8 16 31

router IP address

IP header + 64 bits of original data of the datagram

3376\3376F2A5
Figure 35. ICMP - Redirect

If this message is received from an intermediate router, it means that the host
should send future datagrams for the network to the router whose IP address is
given in the ICMP message. This preferred router will always be on the same
subnet as the host that sent the datagram and the router that returned the IP
datagram. The router will forward the datagram to its next hop destination. If the
router IP address matches the source IP address in the original datagram header it
indicates a routing loop. This ICMP message will not be sent if the IP datagram
contains a source route.

The ICMP header code field will have one of the following values:

0 Network redirect

1 Host redirect

2 Network redirect for this type of service
3 Host redirect for this type of service

2.2.1.5 Router Advertisement (9) and Router Solicitation (10)
ICMP messages 9 and 10 are optional. They are described in RFC 1256 which is
elective.

0 8 16 31

number |entry length TTL

router address 1

preference level 1

router address n

preference level n

3376\3376F2A7
Figure 36. ICMP - Router Advertisement
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0 8 16 31

unused (zero)

3376\3376F2A8

Figure 37. ICMP - Router Solicitation

Where:

number
The number of entries in the message.

entry length
The length of an entry in 32-bit units. This is 2 (32 bits for the IP address and
32 bits for the preference value).

TTL The number of seconds that an entry will be considered valid.

router address
One of the sender's IP addresses.

preference level
A signed 32-bit level indicating the preference to be assigned to this address
when selecting a default router for a subnet. Each router on a subnet is
responsible for advertising its own preference level. Larger values imply
higher preference; smaller values imply lower. The default is zero, which is in
the middle of the possible range. A value of X'80000000' -23! indicates that
the router should never be used as a default router.

The ICMP header code field is zero for both of these messages.

These two messages are used if a host or a router supports the router discovery
protocol. The use of multicasting is recommended, but broadcasting may be used
if multicasting is not supported on an interface. Routers periodically advertise their
IP addresses on those subnets where they are configured to do so.
Advertisements are made on the all-systems multicast address (224.0.0.1) or the
limited broadcast address (255.255.255.255). The default behavior is to send
advertisements every 10 minutes with a TTL value of 1800 (30 minutes). Routers
also reply to solicitation messages they receive. They may reply directly to the
soliciting host, or they may wait a short random interval and reply with a multicast.

Hosts can send solicitation messages when they start until they receive a response.
Solicitation messages are sent to the all-routers multicast address (224.0.0.2) or the
limited broadcast address (255.255.255.255). Typically, three solicitation messages
are sent at 3-second intervals. Alternatively a host may wait for periodic
advertisements. Each time a host receives an advertisement, it updates its default
router if the new advertisement has one with a higher preference value and sets
the TTL timer for the entry to match the value in the advertisement. When the host
receives a new advertisement for its current default router, it resets the TTL value
to that in the new advertisement. This also provides a mechanism for routers to
declare themselves unavailable. They send an advertisement with a TTL value of
zero.
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2.2.1.6 Time Exceeded (11)

0 8 16 31

unused (zero)

IP header + 64 bits of original data of the datagram

3376\3376F2A9
Figure 38. ICMP - Time Exceeded

If this message is received from an intermediate router, it means that the
time-to-live field of an IP datagram has expired.

If this message is received from the destination host, it means that the IP fragment
reassembly time-to-live timer has expired while the host is waiting for a fragment of
the datagram. The ICMP header code field may have the one of the following
values:

0 transit TTL exceeded
1 reassembly TTL exceeded

2.2.1.7 Parameter Problem (12)

0 8 16 31

pointer unused (zero)

IP header + 64 bits of original data of the datagram

3376\3376F2AA
Figure 39. ICMP - Parameter Problem
Indicates that a problem was encountered during processing of the IP header
parameters. The pointer field points to the byte in the original IP datagram where

the problem was encountered. The ICMP header code field may have the one of
the following values:

0 unspecified error
1 required option missing

2.2.1.8 Time Stamp Request (13) and Time Stamp Reply (14)
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0 8 16 31

identifier sequence number

originate timestamp

receive timestamp

transmit timestamp

3376\3376F2AB

Figure 40. ICMP - Time Stamp Request and Time Stamp Reply

These two messages are for performance measurements and for debugging. They
are not used for clock synchronization.

The sender initializes the identifier and sequence number (which is used if multiple
time stamp requests are sent), sets the originate time stamp and sends it to the
recipient. The receiving host fills in the receive and transmit time stamps, changes
the type to time stamp reply and returns it to the recipient. The receiver has two
time stamps in case there is a perceptible time difference between the receipt and
transmit times, but in practice, most implementations will perform the two (receipt
and reply) in one operation and will set the two time stamps to the same value.
Time Stamps are the number of milliseconds elapsed since midnight UT (GMT).

2.2.1.9 Information Request (15) and Information Reply (16)

0 8 16 31

identifier sequence number
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Figure 41. ICMP - Information Request and Information Reply

An information request is issued by a host to obtain an IP address for an attached
network. The sender fills in the request with the destination IP address in the IP
header set to zero (meaning this network) and waits for a reply from a server
authorized to assign IP addresses to other hosts. The ICMP header code field is
zero. The reply will contain IP network addresses in both the source and
destination fields of the IP header. This mechanism is how obsolete (see also 2.5,
“Reverse Address Resolution Protocol (RARP)” on page 72).

2.2.1.10 Address Mask Request (17) and Address Mask Reply
(18)
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Figure 42. ICMP - Address Mask Request and Reply

An address mask request is used by a host to determine the subnet mask in use
on an attached network. Most hosts will be configured with their subnet mask(s),
but some, such as diskless workstations, must obtain this information from a server.
A host uses RARP (see 2.5, “Reverse Address Resolution Protocol (RARP)” on
page 72) to obtain its IP address. To obtain a subnet mask, the host broadcasts
an address mask request. Any host on the network that has been configured to
send address mask replies will fill in the subnet mask, convert the packet to an
address mask reply and return it to the sender. The ICMP header code field is
zero.

2.2.2 ICMP Applications
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There are two simple and widely used applications that are based on ICMP: Ping
and Traceroute. Ping uses the ICMP Echo and Echo Reply messages to
determine whether a host is reachable. Traceroute sends IP datagrams with low
TTL values so that they expire en route to a destination. It uses the resulting ICMP
Time Exceeded messages to determine where in the internet the datagrams
expired and pieces together a view of the route to a host. These applications are
discussed in the following sections.

2.2.2.1 Ping

Ping is the simplest of all TCP/IP applications. It sends one or more IP datagrams
to a specified destination host requesting a reply and measures the round trip time.
The word ping, which is used as a noun and a verb, is taken from the sonar
operation to locate an underwater object. It is also an abbreviation for Packet
InterNet Groper.

Traditionally, if you could ping a host, other applications such as Telnet or FTP
could reach that host. With the advent of security measures on the Internet,
particularly firewalls (see 5.3, “Firewalls” on page 280), which control access to
networks by application protocol and/or port number, this is no longer strictly true.
Nonetheless, the first test of reachability for a host is still to attempt to ping it.

The syntax that is used in different implementations of ping varies from platform to
platform. The syntax here is for the OS/2 implementation:

ping [-switches] host [size [packets]]

Where:

switches
Switches to enable various ping options

host
The destination, either a symbolic name or an IP address

size The size of the data portion of the packet
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packets
The number of packets to send

Ping uses the ICMP Echo and Echo Reply messages, as described in 2.2.1.1,
“Echo (8) and Echo Reply (0)” on page 60. Since ICMP is required in every
TCP/IP implementation, hosts do not require a separate server to respond to pings.

Ping is useful for verifying a TCP/IP installation. Consider the following four forms
of the command; each requires the operation of an additional part of the TCP/IP
installation:

ping loopback
Verifies the operation of the base TCP/IP software.

ping my-IP-address
Verifies whether the physical network device can be addressed.

ping a-remote-IP-address
Verifies whether the network can be accessed.

ping a-remote-host-name
Verifies the operation of the name server (or the flat namespace resolver,
depending on the installation).

Ping is implemented in all IBM TCP/IP products.

2.2.2.2 Traceroute

The Traceroute program can be useful when used for debugging purposes.
Traceroute enables determination of the route that IP datagrams follow from host to
host.

Traceroute is based upon ICMP and UDP. It sends an IP datagram with a TTL of
1 to the destination host. The first router to see the datagram will decrement the
TTL to 0 and return an ICMP Time Exceeded message as well as discarding the
datagram. In this way, the first router in the path is identified. This process can be
repeated with successively larger TTL values in order to identify the series of
routers in the path to the destination host. Traceroute actually sends UDP
datagrams to the destination host which reference a port number that is outside the
normally used range. This enables Traceroute to determine when the destination
host has been reached, that is, when an ICMP Port Unreachable message is
received.

Traceroute is implemented in all IBM TCP/IP products.

2.3 Internet Group Management Protocol (IGMP)

IGMP is a standard protocol with STD number 5. That standard also includes IP
(see 2.1, “Internet Protocol (IP)” on page 27) and ICMP (see 2.2, “Internet Control
Message Protocol (ICMP)” on page 58). Its status is recommended. It is
described in RFC 1112 with updates in RFC 2236.

Similar to ICMP, the Internet Group Management Protocol (IGMP) is also an
integral part of IP. It serves the purpose of allowing hosts to participate in IP
multicasts and to cancel such participation. IGMP further provides routers with the
capability to check if any hosts on a local subnet are at all interested in a particular
multicast.
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Please see 9.2, “Internet Group Management Protocol (IGMP)” on page 469 for a
more detailed discussion of IGMP.

2.4 Address Resolution Protocol (ARP)

The ARP protocol is a network-specific standard protocol. The address resolution
protocol is responsible for converting the higher level protocol addresses (IP
addresses) to physical network addresses. It is described in RFC 826.

2.4.1 ARP Overview

On a single physical network, individual hosts are known on the network by their
physical hardware address. Higher level protocols address destination hosts in the
form of a symbolic address (IP address in this case). When such a protocol wants
to send a datagram to destination IP address w.x.y.z, the device driver does not
understand this address.

Therefore, a module (ARP) is provided that will translate the IP address to the
physical address of the destination host. It uses a lookup table (sometimes
referred to as the ARP cache) to perform this translation.

When the address is not found in the ARP cache, a broadcast is sent out on the
network, with a special format called the ARP request. If one of the machines on
the network recognizes its own IP address in the request, it will send an ARP reply
back to the requesting host. The reply will contain the physical hardware address
of the host and source route information (if the packet has crossed bridges on its
path). Both this address and the source route information are stored in the ARP
cache of the requesting host. All subsequent datagrams to this destination IP
address can now be translated to a physical address, which is used by the device
driver to send out the datagram on the network.

An exception to the rule constitutes the Asynchronous Transfer Mode (ATM)
technology where ARP cannot be implemented in the physical layer as described
previously. Therefore, an ARP server is used with which every host has to register
upon initialization in order to be able to resolve IP addresses to hardware
addresses (please also see 13.3, “Asynchronous Transfer Mode (ATM)” on

page 598).

ARP was designed to be used on networks that support hardware broadcast. This
means, for example, that ARP will not work on an X.25 network.

2.4.2 ARP Detailed Concept
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ARP is used on IEEE 802 networks as well as on the older DIX Ethernet networks
to map IP addresses to physical hardware addresses *see 13.1, “Ethernet and
IEEE 802.x Local Area Networks (LANS)” on page 595). To do this, it is closely
related to the device driver for that network. In fact, the ARP specifications in RFC
826 only describe its functionality, not its implementation. The implementation
depends to a large extent on the device driver for a network type and they are
usually coded together in the adapter microcode.
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2.4.2.1 ARP Packet Generation

If an application wishes to send data to a certain IP destination address, the IP
routing mechanism first determines the IP address of the next hop of the packet (it
can be the destination host itself, or a router) and the hardware device on which it
should be sent. If it is an IEEE 802.3/4/5 network, the ARP module must be
consulted to map the <protocol type, target protocol address> to a physical
address.

The ARP module tries to find the address in this ARP cache. If it finds the matching
pair, it gives the corresponding 48-bit physical address back to the caller (the
device driver), which then transmits the packet. If it doesn't find the pair in its table,
it discards the packet (assumption is that a higher level protocol will retransmit) and
generates a network broadcast of an ARP request.

physical layer header X bytes

A hardware address space 2 bytes

I; protocol address space 2 bytes

hardware address | protocol address

: byte length (n) byte length (m) 2 bytes

E operation code 2 bytes

e hardware address of sender n bytes
t

protocol address of sender m bytes

hardware address of target n bytes

protocol address of target m bytes

3376\3376F2AH

Figure 43. ARP - Request/Reply Packet

Where:

Hardware address space
Specifies the type of hardware; examples are Ethernet or Packet Radio Net.

Protocol address space
Specifies the type of protocol, same as the EtherType field in the IEEE 802
header (IP or ARP).

Hardware address length
Specifies the length (in bytes) of the hardware addresses in this packet. For
IEEE 802.3 and IEEE 802.5 this will be 6.

Protocol address length
Specifies the length (in bytes) of the protocol addresses in this packet. For IP
this will be 4.

Operation code
Specifies whether this is an ARP request (1) or reply (2).
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Source/target hardware address
Contains the physical network hardware addresses. For IEEE 802.3 these are
48-bit addresses.

Source/target protocol address
Contains the protocol addresses. For TCP/IP these are the 32-bit IP
addresses.

For the ARP request packet, the target hardware address is the only undefined field
in the packet.

2.4.2.2 ARP Packet Reception

When a host receives an ARP packet (either a broadcast request or a point-to-point
reply), the receiving device driver passes the packet to the ARP module which
treats it as shown in Figure 44.

Do | have the specified Yes
hardware type?
No
(Discard)
I
ifi Yes
Do | speak the specified Set flag = false
protocol?
No
(Discard)
Is the pair Update the table with
<protocol type, sender Yes the sender hardware
protocol address> address
already in my table? Set flag = true
No
Am | the target protocol Yes
address?
No
(Discard)
Add the triplet
Yes <protocol type,
Is flag = false? sender protocol address,
No sender hardware address>
to table
Swap source and target addresses
in the ARP packet
Yes Put my local addresses in the
Is the opcode a source address fields
request? Send back ARP packet as an ARP
No v reply to the requesting host
(Discard)
END

3376\3376F2Al

Figure 44. ARP - Packet Reception

The requesting host will receive this ARP reply, and will follow the same algorithm
to treat it. As a result of this, the triplet <protocol type, protocol address, hardware
address> for the desired host will be added to its lookup table (ARP cache). The
next time a higher level protocol wants to send a packet to that host, the ARP
module will find the target hardware address and the packet will be sent to that
host.
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Note that because the original ARP request was a broadcast on the network, all
hosts on that network will have updated the sender's hardware address in their
table (only if it was already in the table).

2.4.3 ARP and Subnets

The ARP protocol remains unchanged in the presence of subnets. Remember that
each IP datagram first goes through the IP routing algorithm. This algorithm selects
the hardware device driver that should send out the packet. Only then, the ARP
module associated with that device driver is consulted.

2.4.4 Proxy-ARP or Transparent Subnetting
Proxy-ARP is described in RFC 1027 — Using ARP to Implement Transparent
Subnet Gateways, which is in fact a subset of the method proposed in RFC 925 —
Multi-LAN Address Resolution. It is another method to construct local subnets,
without the need for a modification to the IP routing algorithm, but with
modifications to the routers that interconnect the subnets.

2.4.4.1 Proxy-ARP Concept

Consider one IP network that is divided into subnets and interconnected by routers.
We use the “old” IP routing algorithm, which means that no host knows about the
existence of multiple physical networks. Consider hosts A and B which are on
different physical networks within the same IP network, and a router R between the
two subnetworks:

Figure 45. ARP - Hosts Interconnected by a Router

When host A wants to send an IP datagram to host B, it first has to determine the
physical network address of host B through the use of the ARP protocol.

As host A cannot differentiate between the physical networks, its IP routing
algorithm thinks that host B is on the local physical network and sends out a
broadcast ARP request. Host B doesn't receive this broadcast, but router R does.
Router R understands subnets, that is, it runs the subnet version of the IP routing
algorithm and it will be able to see that the destination of the ARP request (from the
target protocol address field) is on another physical network. If router R's routing
tables specify that the next hop to that other network is through a different physical
device, it will reply to the ARP as if it were host B, saying that the network address
of host B is that of the router R itself.
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Host A receives this ARP reply, puts it in its cache and will send future IP packets
for host B to the router R. The router will forward such packets to the correct
subnet.

The result is transparent subnetting:

¢ Normal hosts (such as A and B) don't know about subnetting, so they use the
“old” IP routing algorithm.
e The routers between subnets have to:
1. Use the subnet IP routing algorithm.
2. Use a modified ARP module, which can reply on behalf of other hosts.

A
"old" IP B
routing
I R I
IP

subnet routing
and modified ARP

Figure 46. ARP - Proxy-ARP Router

2.5 Reverse Address Resolution Protocol (RARP)

The RARP protocol is a network-specific standard protocol. 1t is described in RFC
903.

Some network hosts, such as diskless workstations, do not know their own IP
address when they are booted. To determine their own IP address, they use a
mechanism similar to ARP, but now the hardware address of the host is the known
parameter, and the IP address the queried parameter. It differs more
fundamentally from ARP in the fact that a RARP server must exist on the network
that maintains that a database of mappings from hardware address to protocol
address must be pre-configured.

2.5.1 RARP Concept

The reverse address resolution is performed the same way as the ARP address
resolution. The same packet format (see Figure 43 on page 69) is used as for
ARP.

An exception is the operation code field that now takes the following values:

3 For the RARP request
4  For the RARP reply
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And of course, the physical header of the frame will now indicate RARP as the
higher-level protocol (8035 hex) instead of ARP (0806 hex) or IP (0800 hex) in the
EtherType field. Some differences arise from the concept of RARP itself:

* ARP only assumes that every host knows the mapping between its own
hardware address and protocol address. RARP requires one or more server
hosts on the network to maintain a database of mappings between hardware
addresses and protocol addresses so that they will be able to reply to requests
from client hosts.

e Due to the size this database can take, part of the server function is usually
implemented outside the adapter's microcode, with optionally a small cache in
the microcode. The microcode part is then only responsible for reception and
transmission of the RARP frames, the RARP mapping itself being taken care of
by server software running as a normal process in the host machine.

e The nature of this database also requires some software to create and update
the database manually.

¢ In case there are multiple RARP servers on the network, the RARP requester
only uses the first RARP reply received on its broadcast RARP request, and
discards the others.

2.6 Ports and Sockets

2.6.1 Ports

This section introduces the concepts of port and socket, which are necessary to
exactly determine which local process at a given host actually communicates with
which process at which remote host using which protocol. If this sounds confusing,
consider the following:

e An application process is assigned a process identifier number (process ID)
which is likely to be different each time that process is started.

e Process IDs differ between operating system platforms, hence they are not
uniform.

e A server process can have multiple connections to multiple clients at a time,
hence simple connection identifiers would not be unique.

The concept of ports and sockets provides a way to uniformly and uniquely identify
connections and the programs and hosts that are engaged in them, irrespective of
specific process IDs.

Each process that wants to communicate with another process identifies itself to
the TCP/IP protocol suite by one or more ports. A port is a 16-bit number, used by
the host-to-host protocol to identify to which higher level protocol or application
program (process) it must deliver incoming messages. There are two types of port:

well-known

Well-known ports belong to standard servers, for example Telnet uses port
23. Well-known port numbers range between 1 and 1023 (prior to 1992, the
range between 256 and 1023 was used for UNIX-specific servers).
Well-known port numbers are typically odd, because early systems using the
port concept required an odd/even pair of ports for duplex operations. Most
servers require only a single port. Exceptions are the BOOTP server, which
uses two: 67 and 68 (see 7.1, “Bootstrap Protocol (BOOTP)” on page 401)
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and the FTP server, which uses two: 20 and 21 (see 4.4, “File Transfer
Protocol (FTP)” on page 175).

The well-known ports are controlled and assigned by the Internet central
authority (IANA) and on most systems can only be used by system processes
or by programs executed by privileged users. The reason for well-known
ports is to allow clients to be able to find servers without configuration
information. The well-known port numbers are defined in STD 2 — Assigned
Internet Numbers.

ephemeral
Clients do not need well-known port numbers because they initiate
communication with servers and the port number they are using is contained
in the UDP datagrams sent to the server. Each client process is allocated a
port number as long as it needs it by the host it is running on. Ephemeral
port numbers have values greater than 1023, normally in the range 1024 to
65535. A client can use any number allocated to it, as long as the
combination of <transport protocol, IP address, port number> is unique.

Ephemeral ports are not controlled by IANA and on most systems can be
used by ordinary user-developed programs.

Confusion due to two different applications trying to use the same port numbers on
one host is avoided by writing those applications to request an available port from
TCP/IP. Because this port number is dynamically assigned, it may differ from one
invocation of an application to the next.

UDP, TCP and ISO TP-4 all use the same port principle (please see Figure 50 on
page 78). To the extent possible, the same port numbers are used for the same
services on top of UDP, TCP and ISO TP-4.

Note: Normally, a server will use either TCP or UDP, but there are exceptions.
For example, domain name servers (see 4.2, “Domain Name System
(DNS)” on page 150) use both UDP port 53 and TCP port 53.

2.6.2 Sockets

The socket interface is one of several application programming interfaces (APIs) to
the communication protocols. Designed to be a generic communication
programming interface, it was first introduced by the 4.2 BSD UNIX system.
Although it has not been standardized, it has become a de facto industry standard.

4.2 BSD allowed two different communication domains: Internet and UNIX. 4.3 BSD
has added the Xerox Network System (XNS) protocols and 4.4 BSD will add an
extended interface to support the ISO OSI protocols.

Let us consider the following terminologies:

* A socket is a special type of file handle, which is used by a process to request
network services from the operating system.

e A socket address is the triple:
{protocol, local-address, local-process}
In the TCP/IP suite, for example:
{tcp, 193.44.234.3, 12345}

e A conversation is the communication link between two processes.
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e An association is the 5-tuple that completely specifies the two processes that
comprise a connection:

{protocol, local-address, local-process, foreign-address, foreign-process}
In the TCP/IP suite, the following could be a valid association:
{tecp, 193.44.234.3, 1500, 193.44.234.5, 21}
* A half-association is either:
{protocol, local-address, local-process}
or
{protocol, foreign-address, foreign-process}
which specify each half of a connection.

e The half-association is also called a socket or a transport address. That is, a
socket is an endpoint for communication that can be named and addressed in
a network.

Two processes communicate via TCP sockets. The socket model provides a
process with a full-duplex byte stream connection to another process. The
application need not concern itself with the management of this stream; these
facilities are provided by TCP.

TCP uses the same port principle as UDP to provide multiplexing. Like UDP, TCP
uses well-known and ephemeral ports. Each side of a TCP connection has a
socket that can be identified by the triple <TCP, IP address, port number>. If two
processes are communicating over TCP, they have a logical connection that is
uniquely identifiable by the two sockets involved, that is by the combination <TCP,
local IP address, local port, remote IP address, remote port> (see Figure 50).
Server processes are able to manage multiple conversations through a single port.
Please refer to 4.19.1, “The Socket API” on page 248 for more information about
socket APIs.

2.7 User Datagram Protocol (UDP)

UDP is a standard protocol with STD number 6. UDP is described by RFC 768 —
User Datagram Protocol. Its status is recommended, but in practice every TCP/IP
implementation that is not used exclusively for routing will include UDP.

UDP is basically an application interface to IP. It adds no reliability, flow-control or

error recovery to IP. It simply serves as a multiplexer/demultiplexer for sending and
receiving datagrams, using ports to direct the datagrams as shown in Figure 47 on

page 76. For a more detailed discussion of ports refer to 2.6, “Ports and Sockets”

on page 73.
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UDP - Port De-Multiplexing

T

IP

Figure 47. UDP - Demultiplexing Based on Ports

UDP provides a mechanism for one application to send a datagram to another.
The UDP layer can be regarded as being extremely thin and consequently has low
overheads, but it requires the application to take responsibility for error recovery
and so on.

Applications sending datagrams to a host need to identify a target that is more
specific than the IP address, since datagrams are normally directed to certain
processes and not to the system as a whole. UDP provides this by using ports.

The port concept is discussed in 2.6, “Ports and Sockets” on page 73.

2.7.1 UDP Datagram Format

Each UDP datagram is sent within a single IP datagram. Although, the IP
datagram may be fragmented during transmission, the receiving IP implementation
will re-assemble it before presenting it to the UDP layer. All IP implementations are
required to accept datagrams of 576 bytes, which means that, allowing for
maximum-size IP header of 60 bytes, a UDP datagram of 516 bytes is acceptable
to all implementations. Many implementations will accept larger datagrams, but this
is not guaranteed. The UDP datagram has a 16-byte header that is described in

Figure 48.
Source Port Destination Port
Length Checksum
Data...
3376B\3376F2AM

Figure 48. UDP - Datagram Format

Where:
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Source Port

Indicates the port of the sending process. It is the port to which replies should
be addressed.

Destination Port
Specifies the port of the destination process on the destination host.

Length
Is the length (in bytes) of this user datagram including the header.

Checksum
Is an optional 16-bit one's complement of the one's complement sum of a
pseudo-IP header, the UDP header and the UDP data. The pseudo-IP
header contains the source and destination IP addresses, the protocol and
the UDP length:

Source IP address

Destination IP address

Zero Protocol UDP Length

3376B\3376F2AN
Figure 49. UDP - Pseudo-IP Header

The pseudo-IP header effectively extends the checksum to include the original
(unfragmented) IP datagram.

2.7.2 UDP Application Programming Interface
The application interface offered by UDP is described in RFC 768. It provides for:

e The creation of new receive ports.

¢ The receive operation that returns the data bytes and an indication of source
port and source IP address.

¢ The send operation that has as parameters the data, source and destination
ports and addresses.

The way this should be implemented is left to the discretion of each vendor.

Be aware that UDP and IP do not provide guaranteed delivery, flow-control or error
recovery, so these must be provided by the application.

Standard applications using UDP include:

e Trivial File Transfer Protocol (TFTP)

e Domain Name System (DNS) name server

e Remote Procedure Call (RPC), used by the Network File System (NFS)
¢ Simple Network Management Protocol (SNMP)

e Lightweight Directory Access Protocol (LDAP)
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2.8 Transmission Control Protocol (TCP)

TCP is a standard protocol with STD number 7. TCP is described by RFC 793 —
Transmission Control Protocol. Its status is recommended, but in practice every
TCP/IP implementation that is not used exclusively for routing will include TCP.

TCP provides considerably more facilities for applications than UDP, notably error
recovery, flow control and reliability. TCP is a connection-oriented protocol unlike
UDP which is connectionless. Most of the user application protocols, such as
Telnet and FTP, use TCP.

The two processes communicate with each other over a TCP connection
(InterProcess Communication - IPC), as shown in Figure 50. Please see 2.6,
“Ports and Sockets” on page 73 for more details about ports and sockets.

process 1 process 2
port m port n
TCP B - TCP
reliable
t TCP connection t
IP - IP
unreliable

IP datagrams

host A host B

Figure 50. TCP - Connection between Processes. (Processes 1 and 2 communicate over a
TCP connection carried by IP datagrams.)

2.8.1 TCP Concept
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As noted above, the primary purpose of TCP is to provide reliable logical circuit or
connection service between pairs of processes. It does not assume reliability from
the lower-level protocols (such as IP), so TCP must guarantee this itself.

TCP can be characterized by the following facilities it provides for the applications
using it:

Stream Data Transfer
From the application's viewpoint, TCP transfers a contiguous stream of bytes
through the network. The application does not have to bother with chopping
the data into basic blocks or datagrams. TCP does this by grouping the bytes
in TCP segments, which are passed to IP for transmission to the destination.
Also, TCP itself decides how to segment the data and it can forward the data
at its own convenience.
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Sometimes, an application needs to be sure that all the data passed to TCP
has actually been transmitted to the destination. For that reason, a push
function is defined. It will push all remaining TCP segments still in storage to
the destination host. The normal close connection function also pushes the
data to the destination.

Reliability
TCP assigns a sequence number to each byte transmitted and expects a
positive acknowledgment (ACK) from the receiving TCP. If the ACK is not
received within a timeout interval, the data is retransmitted. Since the data is
transmitted in blocks (TCP segments) only the sequence number of the first
data byte in the segment is sent to the destination host.

The receiving TCP uses the sequence numbers to rearrange the segments
when they arrive out of order, and to eliminate duplicate segments.

Flow Control
The receiving TCP, when sending an ACK back to the sender, also indicates
to the sender the number of bytes it can receive beyond the last received
TCP segment, without causing overrun and overflow in its internal buffers.
This is sent in the ACK in the form of the highest sequence number it can
receive without problems. This mechanism is also referred to as a
window-mechanism and we discuss it in more detail later in this chapter.

Multiplexing
Is achieved through the use of ports, just as with UDP.

Logical Connections
The reliability and flow control mechanisms described above require that TCP
initializes and maintains certain status information for each data stream. The
combination of this status, including sockets, sequence numbers and window
sizes, is called a logical connection. Each connection is uniquely identified by
the pair of sockets used by the sending and receiving processes.

Full Duplex
TCP provides for concurrent data streams in both directions.

2.8.1.1 The Window Principle

A simple transport protocol might use the following principle: send a packet and
then wait for an acknowledgment from the receiver before sending the next packet.
If the ACK is not received within a certain amount of time, retransmit the packet.

Sender Receiver

Send packetl ——

Receive packet 1 and
reply with an ACK 1

Receive ACK

Send packet 2 *

3376B\3376F2A0

Figure 51. TCP - The Window Principle
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While this mechanism ensures reliability, it only uses a part of the available network
bandwidth.

Consider now a protocol where the sender groups its packets to be transmitted as
in Figure 52 and uses the following rules:

e The sender can send all packets within the window without receiving an ACK,
but must start a timeout timer for each of them.

e The receiver must acknowledge each packet received, indicating the sequence
number of the last well-received packet.

¢ The sender slides the window on each ACK received.

112(3|4|5|6|7[8|9|...| packets

window
3376B\3376F2AP

Figure 52. TCP - Message Packets

In our example, the sender can transmit packets 1 to 5 without waiting for any
acknowledgment:

Sender Network
Send packetl ——
Send packet2 ——
Send packet3 ——m
Send packet4 ———
ACK for packet 1 received +— ACK 1
Send packet5 ——
3376B\3376F2AQ
Figure 53. TCP - Window Principle

At the moment the sender receives ACK 1 (acknowledgment for packet 1), it can
slide its window one packet to the right:

]
1|2(3(4|5|6|7|8|9]|...| packets
L]

window slides —»
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Figure 54. TCP - Message Packets

At this point, the sender may also transmit packet 6.
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Imagine some special cases:

Packet 2 gets lost
The sender will not receive ACK 2, so its window will remain in position 1 (as
in Figure 54 on page 80). In fact, since the receiver did not receive packet 2,
it will acknowledge packets 3, 4 and 5 with an ACK 1, since packet 1 was the
last one received in sequence. At the sender's side, eventually a timeout will
occur for packet 2 and it will be retransmitted. Note that reception of this
packet by the receiver will generate ACK 5, since it has now successfully
received all packets 1 to 5, and the sender's window will slide four positions
upon receiving this ACK 5.

Packet 2 did arrive, but the acknowledgment gets lost:
The sender does not receive ACK 2, but will receive ACK 3. ACK 3 is an
acknowledgment for all packets up to 3 (including packet 2) and the sender
can now slide its window to packet 4.

This window mechanism ensures:

* Reliable transmission.

e Better use of the network bandwidth (better throughput).

¢ Flow-control, since the receiver may delay replying to a packet with an
acknowledgment, knowing its free buffers available and the window-size of the
communication.

2.8.1.2 The Window Principle Applied to TCP
The above window principle is used in TCP, but with a few differences:

e Since TCP provides a byte-stream connection, sequence numbers are
assigned to each byte in the stream. TCP divides this contiguous byte stream
into TCP segments to transmit them. The window principle is used at the byte
level; that is, the segments sent and ACKs received will carry byte-sequence
numbers and the window size is expressed as a number of bytes, rather than a
number of packets.

e The window size is determined by the receiver when the connection is
established, and is variable during the data transfer. Each ACK message will
include the window size that the receiver is ready to deal with at that particular
time.

The sender's data stream can now be seen as follows:
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window (size expressed in bytes)

112|3|4(5|6(7]|8(9 (10 |11 p2 (13 14 A5 |.. bytes
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Figure 55. TCP - Window Principle Applied to TCP

Where:

A Bytes that are transmitted and have been acknowledged.

B Bytes that are sent but not yet acknowledged.

C  Bytes that can be sent without waiting for any acknowledgment.
D  Bytes that cannot yet be sent.

Remember that TCP will block bytes into segments, and a TCP segment only
carries the sequence number of the first byte in the segment.

2.8.1.3 TCP Segment Format
The TCP segment format is shown in Figure 56.

0 1 2 3
01234567890123456789012345678901
Source Port Destination Port

Sequence Number

Acknowledgment Number

g?ftsaet Reset g é g g 3 :: Window
G|K[H|T N[N
Checksum Urgent Pointer
Options e Padding
Data Bytes

3376B\3376F2AS

Figure 56. TCP - Segment Format

Where:

Source Port
The 16-bit source port number, used by the receiver to reply.
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Destination Port
The 16-bit destination port number.

Sequence Number
The sequence number of the first data byte in this segment. If the SYN
control bit is set, the sequence number is the initial sequence number (n) and
the first data byte is n+1.

Acknowledgment Number
If the ACK control bit is set, this field contains the value of the next sequence
number that the receiver is expecting to receive.

Data Offset
The number of 32-bit words in the TCP header. It indicates where the data
begins.

Reserved
Six bits reserved for future use; must be zero.

URG
Indicates that the urgent pointer field is significant in this segment.

ACK
Indicates that the acknowledgment field is significant in this segment.

PSH
Push function.

RST Resets the connection.

SYN
Synchronizes the sequence numbers.

FIN No more data from sender.

Window
Used in ACK segments. It specifies the number of data bytes beginning with
the one indicated in the acknowledgment number field which the receiver (=
the sender of this segment) is willing to accept.

Checksum
The 16-bit one's complement of the one's complement sum of all 16-bit words
in a pseudo-header, the TCP header and the TCP data. While computing the
checksum, the checksum field itself is considered zero.

The pseudo-header is the same as that used by UDP for calculating the
checksum. It is a pseudo-IP-header, only used for the checksum calculation,
with the format shown in Figure 57:

Source IP address

Destination IP address

Zero Protocol TCP Length

3376B\3376F2AT
Figure 57. TCP - Pseudo-IP Header
Urgent Pointer

Points to the first data octet following the urgent data. Only significant when
the URG control bit is set.
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Options
Just as in the case of IP datagram options, options can be either:

¢ A single byte containing the option nhumber, or
e A variable length option in the following format:

option length option data...

3376B\3376F2AU

Figure 58. TCP - IP Datagram Option. Variable length option.

There are currently seven options defined:

Table 3. TCP - IP Datagram Options
Kind Length Meaning
0 - End of Option List
1 No-Operation
2 4 Maximum Segment Size
3 3 Window Scale
4 2 Sack-Permitted
5 X Sack
8 10 Time Stamps

Maximum Segment Size Option
This option is only used during the establishment of the connection
(SYN control bit set) and is sent from the side that is to receive data to
indicate the maximum segment length it can handle. If this option is not
used, any segment size is allowed.

1
2 4 max. seg size
|
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Figure 59. TCP - Maximum Segment Size Option

Window Scale Option
This option is not mandatory. Both sides must send the Windows Scale
Option in their SYN segments to enable windows scaling in their
direction. The Window Scale expands the definition of the TCP window
to 32 bits. It defines the 32-bit window size by using scale factor in the
SYN segment over standard 16-bit window size. The receiver rebuild the
the 32-bit window size by using the 16-bit window size and scale factor.
This option is determined while handshaking. There is no way to
change it after the connection has been established.

3 3 shift.cnt

3376B\3376F2X1

Figure 60. TCP - Window Scale Option
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SACK-Permitted Option
This option is set when selective acknowledgment is used in that TCP
connection.

Figure 61. TCP - Sack-Permitted Option

SACK Option
Selective Acknowledgment (SACK) allows the receiver to inform the
sender about all the segments which are received successfully. Thus,
the sender will only send the segments that actually got lost. If the
number of the segments which are lost since the last SACK, is much,
the next SACK option contains long data. To reduce this, the SACK
option should be used for the most recent received data.

5 Length

Left Edge of 1st Block

Right Edge of 1st Block

Left Edge of Nth Block

Right Edge of Nth Block

3376B\3376F2X3

Figure 62. TCP - Sack Option

Time Stamps Option
The time stamps option sends a time stamp value that indicates the
current value of the time stamp clock of the TCP sending the option.
Time Stamp Echo Value can only be used if the ACK bit is set in the

TCP header.
8 10 TS Valve TS Echo Reply
1 1 4 4
3376B\3376F2X4
Figure 63. TCP - Time Stamps Option
Padding
All zero bytes used to fill up the TCP header to a total length that is a multiple
of 32 bits.
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2.8.1.4 Acknowledgments and Retransmissions

TCP sends data in variable length segments. Sequence numbers are based on a
byte count. Acknowledgments specify the sequence number of the next byte that
the receiver expects to receive.

Consider that a segment gets lost or corrupted. In this case, the receiver will
acknowledge all further well-received segments with an acknowledgment referring
to the first byte of the missing packet. The sender will stop transmitting when it has
sent all the bytes in the window. Eventually, a timeout will occur and the missing
segment will be retransmitted.

Figure 64 illustrates and example where a window size of 1500 bytes and
segments of 500 bytes are used.

Sender Receiver

Segment 1 (seq. 1000) ——
~+— Receives 1000, sends ACK 1500
Segment 2 (seq. 1500) ——— \\
gets lost
Segment 3 (seq. 2000) ——

Receives the ACK 1500, *+—
which slides window

Segment 4 (seq. 2500) ———

-+— Receives one of the frames
and replies with ACK 1500

) ) (receiver is still expecting
window size reached, byte 1500)
waiting for ACK

Receives the ACK 1500, *+——
which does not slide the
window

Timeout for Segment 2
Retransmission
3376B\3376F2AW

Figure 64. TCP - Acknowledgment and Retransmission Process

A problem now arises, since the sender does know that segment 2 is lost or
corrupted, but doesn't know anything about segments 3 and 4. The sender should
at least retransmit segment 2, but it could also retransmit segments 3 and 4 (since
they are within the current window). It is possible that:

1. Segment 3 has been received, and for segment 4 we don't know. It could be
received, but ACK didn't reach us yet, or it could be lost also.

2. Segment 3 was lost, and we received the ACK 1500 upon the reception of
segment 4.

Each TCP implementation is free to react to a timeout as the implementers wish. It
could retransmit only segment 2, but in case 2 above, we will be waiting again until
segment 3 times out. In this case, we lose all of the throughput advantages of the
window mechanism. Or TCP might immediately resend all of the segments in the
current window.
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Whatever the choice, maximal throughput is lost. This is because the ACK does not
contain a second acknowledgment sequence number indicating the actual frame
received.

Variable Timeout Intervals:  Each TCP should implement an algorithm to adapt
the timeout values to be used for the round trip time of the segments. To do this,
TCP records the time at which a segment was sent, and the time at which the ACK
is received. A weighted average is calculated over several of these round trip times,
to be used as a timeout value for the next segment(s) to be sent.

This is an important feature, because delays can vary in IP network, depending on
multiple factors, such as the load of an intermediate low-speed network or the
saturation of an intermediate IP gateway.

2.8.1.5 Establishing a TCP Connection

Before any data can be transferred, a connection has to be established between
the two processes. One of the processes (usually the server) issues a passive
OPEN call, the other an active OPEN call. The passive OPEN call remains
dormant until another process tries to connect to it by an active OPEN.

On the network, three TCP segments are exchanged:

process 1 process 2

Passive OPEN,
waits for active request

Active OPEN
Send SYN, seg=n -
Receive SYN
- Send SYN, seg=m, ACK n+1

Receive SYN+ACK
Send ACK m+1

v

The connection is now established and the two data streams
(one in each direction) have been initialized (sequence numbers)

3376B\3376F2AY

Figure 65. TCP - Connection Establishment

This whole process is known as a three-way handshake.

Note that the exchanged TCP segments include the initial sequence numbers from
both sides, to be used on subsequent data transfers.

Closing the connection is done implicitly by sending a TCP segment with the FIN
bit (ho more data) set. Since the connection is full-duplex (that is, there are two
independent data streams, one in each direction), the FIN segment only closes the
data transfer in one direction. The other process will now send the remaining data it
still has to transmit and also ends with a TCP segment where the FIN bit is set.
The connection is deleted (status information on both sides) once the data stream
is closed in both directions.

Chapter 2. Internetworking and Transport Layer Protocols 87



2.8.2 TCP Application Programming Interface

The TCP application programming interface is not fully defined. Only some base
functions it should provide are described in RFC 793 - Transmission Control
Protocol. As is the case with most RFCs in the TCP/IP protocol suite, a great
degree of freedom is left to the implementers, thereby allowing for optimal
(operating system-dependent) implementations, resulting in better efficiency
(greater throughput).

The following function calls are described in the RFC:

Open To establish a connection takes several parameters, such as:
e Active/passive
e Foreign socket
e Local port number
e Timeout value (optional)
This returns a local connection name, which is used to reference this
particular connection in all other functions.
Send Causes data in a referenced user buffer to be sent over the connection.
Can optionally set the URGENT flag or the PUSH flag.
Receive Copies incoming TCP data to a user buffer.

Close Closes the connection; causes a push of all remaining data and a TCP
segment with FIN flag set.

Status Is an implementation-dependent call that could return information such
as:

¢ Local and foreign socket
e Send and receive window sizes
e Connection state
e Local connection name
Abort Causes all pending Send and Receive operations to be aborted, and a
RESET to be sent to the foreign TCP.

Full details can be found in RFC 793 - Transmission Control Protocol.

2.8.3 TCP Congestion Control Algorithms

88

One big difference between TCP and UDP is the congestion control algorithm. The
TCP congestion algorithm prevents a sender from overrunning the capacity of the
network (for example, slower WAN links). TCP can adapt the sender's rate to
network capacity and attempt to avoid potential congestion situations. In order to
understand the difference between TCP and UDP, understanding basic TCP
congestion control algorithms is very helpful.

Several congestion control enhancements have been added and suggested to TCP
over the years. This is still an active and ongoing research area. But modern
implementations of TCP contain four intertwined algorithms as basic Internet
standards:

e Slow start
e Congestion avoidance
e Fast retransmit

e Fast recovery
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2.8.3.1 Slow Start

Old implementations of TCP would start a connection with the sender injecting
multiple segments into the network, up to the window size advertised by the
receiver. While this is ok when the two hosts are on the same LAN, if there are
routers and slower links between the sender and the receiver, problems can arise.
Some intermediate routers could not handle it, packets were dropped,
retransmission resulted and performance was degraded.

The algorithm to avoid this is called slow start. It operates by observing that the
rate at which new packets should be injected into the network is the rate at which
the acknowledgments are returned by the other end. Slow start adds another
window to the sender's TCP: the congestion window, called cwnd. When a new
connection is established with a host on another network, the congestion window is
initialized to one segment (for example, the segment size announced by the other
end, or the default, typically 536 or 512). Each time an ACK is received, the
congestion window is increased by one segment. The sender can transmit the
lower value of the congestion window or the advertised window. The congestion
window is flow control imposed by the sender, while the advertised window is flow
control imposed by the receiver. The former is based on the sender's assessment
of perceived network congestion; the latter is related to the amount of available
buffer space at the receiver for this connection.

The sender starts by transmitting one segment and waiting for its ACK. When that
ACK is received, the congestion window is incremented from one to two, and two
segments can be sent. When each of those two segments is acknowledged, the
congestion window is increased to four. This provides an exponential growth,
although it is not exactly exponential because the receiver may delay its ACKs,
typically sending one ACK for every two segments that it receives.

At some point the capacity of the IP network (for example, slower WAN links) can
be reached, and an intermediate router will start discarding packets. This tells the
sender that its congestion window has gotten too large. Please see Figure 66 on
page 90 for an overview of slow start in action.
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Sender Receiver

===

A

‘
—
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Figure 66. TCP Slow Start in Action

2.8.3.2 Congestion Avoidance

The assumption of the algorithm is that packet loss caused by damage is very
small (much less than 1%), therefore the loss of a packet signals congestion
somewhere in the network between the source and destination. There are two
indications of packet loss:

1. A timeout occurs.

2. Duplicate ACKs are received.
Congestion avoidance and slow start are independent algorithms with different
objectives. But when congestion occurs TCP must slow down its transmission rate

of packets into the network, and then invoke slow start to get things going again.
In practice they are implemented together.

Congestion avoidance and slow start require that two variables be maintained for
each connection:
e A congestion window, cwnd

e A slow start threshold size, ssthresh

The combined algorithm operates as follows:

1. Initialization for a given connection sets cwnd to one segment and ssthresh to
65535 bytes.

2. The TCP output routine never sends more than the lower value of cwnd or the
receiver's advertised window.
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3. When congestion occurs (time out or duplicate ACK), one-half of the current
window size is saved in ssthresh. Additionally, if the congestion is indicated by
a timeout, cwnd is set to one segment.

4. When new data is acknowledged by the other end, increase cwnd, but the way
it increases depends on whether TCP is performing slow start or congestion
avoidance. If cwnd is less than or equal to ssthresh, TCP is in slow start;
otherwise TCP is performing congestion avoidance.

Slow start continues until TCP is halfway to where it was when congestion occurred
(since it recorded half of the window size that caused the problem in step 2), and
then congestion avoidance takes over. Slow start has cwnd begin at one segment,
and incremented by one segment every time an ACK is received. As mentioned
earlier, this opens the window exponentially: send one segment, then two, then
four, and so on.

Congestion avoidance dictates that cwnd be incremented by segsize*segsize/cwnd
each time an ACK is received, where segsize is the segment size and cwnd is
maintained in bytes. This is a linear growth of cwnd, compared to slow start's
exponential growth. The increase in cwnd should be at most one segment each
round-trip time (regardless of how many ACKs are received in that round trip time),
whereas slow start increments cwnd by the number of ACKs received in a
round-trip time. Many implementations incorrectly add a small fraction of the
segment size (typically the segment size divided by 8) during congestion
avoidance. This is wrong and should not be emulated in future releases. Please
see Figure 67 for an example of TCP slow start and congestion avoidance in
action.

CWND
25

cwnd

20

ssthresh \

15

10

Round Trip Times
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Figure 67. TCP Slow Start and Congestion Avoidance Behavior in Action
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2.8.3.3 Fast Retransmit
Fast retransmit avoids TCP having to wait for a timeout to resend lost segments.

Modifications to the congestion avoidance algorithm were proposed in 1990.

Before describing the change, realize that TCP may generate an immediate
acknowledgment (a duplicate ACK) when an out-of-order segment is received. This
duplicate ACK should not be delayed. The purpose of this duplicate ACK is to let
the other end know that a segment was received out of order, and to tell it what
sequence number is expected.

Since TCP does not know whether a duplicate ACK is caused by a lost segment or
just a reordering of segments, it waits for a small number of duplicate ACKs to be
received. It is assumed that if there is just a reordering of the segments, there will
be only one or two duplicate ACKs before the reordered segment is processed,
which will then generate a new ACK. If three or more duplicate ACKs are received
in a row, it is a strong indication that a segment has been lost. TCP then performs
a retransmission of what appears to be the missing segment, without waiting for a
retransmission timer to expire. Please see Figure 68 for an overview of TCP fast
retransmit in action.

Sender Receiver

packet 1
packet 2
packet 3 ACK 1
A ACK 2
packet 4
packet 5
packet 6 ACK 2
—— = ACK2
ACK 2
Retransmit Packet 3
ACK 6
3376a\3376F2KC

Figure 68. TCP Fast Retransmit in Action

2.8.3.4 Fast Recovery

After fast retransmit sends what appears to be the missing segment, congestion
avoidance, but not slow start, is performed. This is the fast recovery algorithm. It
is an improvement that allows high throughput under moderate congestion,
especially for large windows.

The reason for not performing slow start in this case is that the receipt of the
duplicate ACKs tells TCP more than just a packet has been lost. Since the
receiver can only generate the duplicate ACK when another segment is received,
that segment has left the network and is in the receiver's buffer. That is, there is
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still data flowing between the two ends, and TCP does not want to reduce the flow
abruptly by going into slow start. The fast retransmit and fast recovery algorithms
are usually implemented together as follows.

1. When the third duplicate ACK in a row is received, set ssthresh to one-half the

current congestion window, cwnd, but no less than two segments. Retransmit
the missing segment. Set cwnd to ssthresh plus 3 times the segment size.
This inflates the congestion window by the number of segments that have left
the network and the other end has cached (3).

. Each time another duplicate ACK arrives, increment cwnd by the segment size.

This inflates the congestion window for the additional segment that has left the
network. Transmit a packet if allowed by the new value of cwnd.

. When the next ACK arrives that acknowledges new data, set cwnd to ssthresh

(the value set in step 1). This ACK should be the acknowledgment of the
retransmission from step 1, one round-trip time after the retransmission.
Additionally, this ACK should acknowledge all the intermediate segments sent
between the lost packet and the receipt of the first duplicate ACK. This step is
congestion avoidance, since TCP is down to one-half the rate it was at when
the packet was lost.

2.9 References

Please refer to the following RFCs for more information on TCP/IP internetwork and
transport layer protocols:

RFC 768 — User Datagram Protocol

RFC 791 — Internet Protocol

RFC 792 — Internet Control Message Protocol

RFC 793 — Transmission Control Protocol

RFC 826 — Ethernet Address Resolution Protocol

RFC 903 — Reverse Address Resolution Protocol

RFC 919 — Broadcasting Internet Datagrams

RFC 922 — Broadcasting Internet datagrams in the presence of subnets
RFC 950 — Internet Standard Subnetting Procedure

RFC 1112 — Host extensions for IP multicasting

RFC 1166 — Internet numbers

RFC 1191 — Path MTU discovery

RFC 1256 — ICMP Router Discovery Messages

RFC 1323 — TCP Extensions for High Performance

RFC 1466 — Guidelines for Management of IP Address Space
RFC 1518 — An Architecture for IP Address Allocation with CIDR

RFC 1519 — Classless Inter-Domain Routing (CIDR): an Address Assignment
and Aggregation Strategy

RFC 1520 — Exchanging Routing Information Across Provider Boundaries in
the CIDR Environment
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e RFC 1918 — Address Allocation for Private Internets

e RFC 2001 — TCP Slow Start, Congestion Avoidance, Fast Retransmit, and
Fast Recovery Algorithms

e RFC 2018 — TCP Selective Acknowledgement Options
e RFC 2050 — INTERNET REGISTRY IP ALLOCATION GUIDELINES
* RFC 2236 — Internet Group Management Protocol, Version 2
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Chapter 3. Routing Protocols

One of the basic functions of IP is its ability to form connections between different
physical networks. This is due to the flexibility of IP to use almost any physical
network below it, and to the IP routing algorithm. A system that does this is termed
a router, although the older term /P gateway is also used.

Note: In other sections of the book, we show the position of each protocol in the
layered model of the TCP/IP protocol stack. The routing function is part of the
internetwork layer, but the primary function of a routing protocol is to exchange
routing information with other routers, and in this respect the protocols behave
more like application protocols. Therefore, we do not attempt to represent the
position of these protocols in the protocol stack with a diagram as we do with the
other protocols.

3.1 Basic IP Routing

The fundamental function for routers is present in all IP implementations:

An incoming IP datagram that specifies a destination IP address other than one
of the local host's IP address(es), is treated as a normal outgoing IP datagram.

This outgoing IP datagram is subject to the IP routing algorithm (see 2.1.3.4, “IP
Routing Algorithm” on page 38) of the local host, which selects the next hop for the
datagram (the next host to send it to). This new destination can be located on any
of the physical networks to which the intermediate host is attached. Ifitis a
physical network other than the one on which the host originally received the
datagram, then the net result is that the intermediate host has forwarded the IP
datagram from one physical network to another.

Host A Host B
Application Application
TCP Host C Acting as TCP
Router
P IP Routing P
Interface X Interface X | Interface Y Interface Y
Network X Network Y
3376\3376FCK1

Figure 69. Router Opera
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tion of IP
The normal IP routing table contains information about the locally attached

networks and the IP addresses of other routers located on these networks, plus the
networks they attach to. It can be extended with information on IP networks that
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are farther away, and can also contain a default route, but it still remains a table
with limited information; that is, it represents only a part of the whole IP networks.
That is why this kind of router is called a router with partial routing information.

Some considerations apply to these routers with partial information:

e They do not know about all IP networks.

¢ They allow local sites autonomy in establishing and modifying routes.

e A routing entry error in one of the routers can introduce inconsistencies,
thereby making part of the network unreachable.

Some error reporting should be implemented by routers with partial information via
the Internet Control Message Protocol (ICMP) described in 2.2, “Internet Control
Message Protocol (ICMP)” on page 58. They should be able to report the following
errors back to the source host:

e Unknown IP destination network by an ICMP Destination Unreachable
message.

¢ Redirection of traffic to more suitable routers by sending ICMP Redirect
messages.

» Congestion problems (too many incoming datagrams for the available buffer
space) by an ICMP Source Quench message.

¢ The Time-to-Live field of an IP datagram has reached zero. This is reported
with an ICMP Time Exceeded message.

e Also, the following base ICMP operations and messages should be supported:

— Parameter problem

Address mask

Time stamp

Information request/reply

Echo request/reply

A more intelligent router is required if:

e The router has to know routes to all possible IP networks, as was the case for
the Internet backbone routers.

e The router has to have dynamic routing tables, which are kept up-to-date with
minimal or no manual intervention.

* The router has to be able to advertise local changes to other routers.

These more advanced forms of routers use additional protocols to communicate
with each other. A number of protocols of this kind exist, and descriptions of the
important ones will be given in the following sections. The reasons for this
multiplicity of different protocols are basically fourfold:

* Using Internet terminology, there is a concept of a group of networks, called an
autonomous system (AS) (see AS in 3.1.2, “Autonomous Systems” on
page 97), which is administered as a unit. The AS concept arose because the
TCP/IP protocols were developed with the ARPANET already in place.

Routing within an AS and routing outside an AS are treated as different issues
and are addressed by different protocols.

¢ Over two decades several routing protocols were tested in the Internet. Some
of them performed well; others had to be abandoned.

¢ The emergence of ASs of different sizes called for different routing solutions.
For small to medium-sized ASs a group of routing protocols based upon
Distance Vector, such as RIP, became very popular. However, such protocols
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do not perform well for large interconnected networks. Link State protocols,
such as OSPF, are much better suited for such networks.

e To exchange routing information between ASs border gateway protocols were
developed.

3.1.1 Routing Processes

In TCP/IP software operating systems, routing protocols are often implemented
using one of two daemons:?

routed
Pronounced “route D.” This is a basic routing daemon for interior routing
supplied with the majority of TCP/IP implementations. It uses the RIP
protocol (see 3.3.1, “Routing Information Protocol (RIP)” on page 106).

gated
Pronounced “gate D.” This is a more sophisticated daemon on UNIX-based
systems for interior and exterior routing. It can employ a number of additional
protocols such as OSPF (see 3.3.4, “Open Shortest Path First (OSPF)” on
page 112) and BGP (see 3.4.2, “Border Gateway Protocol (BGP-4)" on
page 135).

In TCP/IP hardware implementations, mainly in dedicated router operating systems
such as the Common Code for IBM routers or Cisco's Internetworking Operating
System (10S), the routing protocols are implemented in the operating system.

For Multicast Roting Protocols such as DVMRP and MOSPF, please see 9.3,
“Multicast Routing Protocols” on page 472.

3.1.2 Autonomous Systems
The dynamic routing protocols can be divided into two groups:

* |Interior Gateway Protocols (IGPs)

Examples of these protocols are Open Short Path First (OSPF) and Routing
Information Protocol (RIP).

e Exterior Gateway Protocols (EGPs):
An example of these routing protocols is Border Gateway Protocol Verson 4
(BGP-4).

In this book, the term gateway is frequently used to imply an IP router.

Gateway protocols are referred to as interior or exterior depending on whether they
are used within or between autonomous systems (ASSs).

Interior gateway protocols allow routers to exchange routing information within an
AS. Exterior gateway protocols allow the exchange of summary reachability
information between separately administered ASs.

3 Daemon, pronounced “demon,” is a UNIX term for a background server process. Usually, daemons have names ending with a d.
An analogous concept for MVS is a server running in a separate address space from TCP/IP; for VM it is a separate service
virtual machine, for OS/2 it is a separate OS/2 process, and so on. Although TCP/IP servers are often implemented differently on
different platforms, the routed daemon is implemented like this on each of these platforms.
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An autonomus system (AS) is defined as a logical portion of larger IP networks that
are administered by a single authority. The AS would normally comprise the
internetwork within an organization, and would be designated as such to allow
communication over public IP networks with ASs belonging to other organizations.
It is mandatory to register an organization's internetwork as an AS in order to use
these public IP services (see Figure 70).

‘ IGPs IGPs
EGP
Autonomus System A Autonomus System C

~Sor

< <

Autonomus System B
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Figure 70. Autonomous Systems

Figure 70 illustrates three interconnected ASs. It shows that IGPs are used within
each AS, and an EGP is used between the three ASs.

3.2 Routing Algorithms

Dynamic routing algorithms allow routers to exchange route or link information, from
which the best paths to reach destinations in an internetwork are calculated.

Static routing can also be used to supplement dynamic routing.

3.2.1 Static Routing

Static routing requires that routes be configured manually for each router, which
constitutes one major reason why system administrators shy away from this
technique if they have a choice.

Static routing has the disadvantage that network reachability in this case is not
dependent on the existence and state of the network itself. If a destination is down,

98 TCP/IP Tutorial and Technical Overview



the static routes would remain in the routing table, and traffic would still be sent
toward that destination in vain without awareness of an alternate path to the
destination if any.

Note: There are solutions to overcome this disadvantage including standard RFC
2338 VRRP (see VRRP in 11.1, “Virtual Router Redundancy Protocol
(VRRP)” on page 536) and product implementation such as nexthop
awareness parameter (see Nways Multiprotocol Routing Services Protocol
Configuration and Monitoring Reference Volume 1, IBM publication number
SC30-3680-07).

To simplify the task of network administrators, normally the manual configuration of
routes is avoided especially in large network. However, there are circumstances
when static routing can be attractive. For example, static routes can be used:

» To define a default route, or a route that is not being advertised within a
network

e To supplement or replace exterior gateway protocols when:

— Line tariffs between ASs make it desirable to avoid the cost of routing
protocol traffic.

— Complex routing policies are to be implemented.

— It is desirable to avoid disruption caused by faulty exterior gateways in
other ASs.

3.2.2 Distance Vector Routing
The principle behind distance vector routing is very simple. Each router in an
internetwork maintains the distance from itself to every known destination in a
distance vector table. Distance vector tables consist of a series of destinations
(vectors) and costs (distances) to reach them and define the lowest costs to
destinations at the time of transmission.

The distances in the tables are computed from information provided by neighbor
routers. Each router transmits its own distance vector table across the shared
network. The sequence of operations for doing this is as follows:

e Each router is configured with an identifier and a cost for each of its network
links. The cost is normally fixed at 1, reflecting a single hop, but can reflect
some other measurement taken for the link such as the traffic, speed, etc.

e Each router initializes with a distance vector table containing zero for itself, one
for directly attached networks, and infinity for every other destination.

e Each router periodically (typically every 30 seconds) transmits its distance
vector table to each of its neighbors. It can also transmit the table when a link
first comes up or when the table changes.

e Each router saves the most recent table it receives from each neighbor and
uses the information to calculate its own distance vector table.

* The total cost to each destination is calculated by adding the cost reported to it
in a neighbor's distance vector table to the cost of the link to that neighbor.

* The distance vector table (the routing table) for the router is then created by
taking the lowest cost calculated for each destination.
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Figure 71 on page 100 shows the distance vector tables for three routers within a
simple internetwork.

Router R3
Router R2 Router R4
Router R1 I Router R5
N2
N1
Router R2 Router R3 Router R4
Distance Vector Distance Vector Distance Vector
Table Table Table
Next Next Next
Net Hop Metric Net Hop Metric Net Hop Metric
N1 R1 2 N1 R2 3 N1 R3 4
N2 = 1 N2 R2 2 N2 R3 3
N3 = 1 N3 = 1 N3 R3 2
N4 R3 2 N4 = 1 N4 = 1
N5 R3 3 N5 R4 2 N5 = 1
N6 R3 4 N6 R4 3 N6 R5 2
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Figure 71. Distance Vector - Routing Table Calculation

The distance vector algorithm produces a stable routing table after a period directly
related to the number of routers across the network. This period is referred to as
the convergence time and represents the time it takes for distance vector
information to traverse the network. In a large internetwork, this time may become
too long to be useful.

Routing tables are recalculated if a changed distance vector table is received from
a neighbor, or if the state of a link to a neighbor changes. If a network link goes
down, the distance vector tables that have been received over it are discarded and
the routing table is recalculated.

The chief advantage of distance vector is that it is very easy to implement. There
are also the following significant disadvantages:

e The instability caused by old routes persisting in an internetwork

e The long convergence time on large internetworks

e The limit to the size of an internetwork imposed by maximum hop counts

e The fact that distance vector tables are always transmitted even if their

contents have not changed

Enhancements to the basic algorithm have evolved to overcome the first two of
these problems. They are described in the following subsections.
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3.2.2.1 The Count to Infinity Problem
The basic distance vector algorithm will always allow a router to correctly calculate
its distance vector table.

Using the example shown in Figure 72 you can see one of the problems of
distance vector protocols known as counting to infinity.

Counting to infinity occurs when a network becomes unreachable, but erroneous
routes to that network persist because of the time for the distance vector tables to
converge.

A B
1)
1)
(1)
c (1)
(10)

D

Target
(10) Network

(n) = Network Cost
3376\3376FCK4
Figure 72. Counting to Infinity - Example Network

The example network shows four routers interconnected by five network links. The
networks all have a cost of 1 except for that from C to D, which has a cost of 10.

Each of the routers A, B, C and D has routes to all networks. If we show only the
routes to the target network, we will see they are as follows:

For D : Directly connected network. Metric 1.

For B : Route via D. Metric 2.

For C : Route via B. Metric 3.

For A : Route via B. Metric 3.
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If the link from B to D fails, then all routes will be adjusted in time to use the link
from C to D. However, the convergence time for this can be considerable.

Distance vector tables begin to change when B notices that the route to D has
become unavailable. Figure 73 shows how the routes to the target network will
change, assuming all routers send distance vector table updates at the same time.

Time [ > [ >
D: Direct 1  Direct 1  Direct 1  Direct 1 ... Direct 1  Direct 1
B: Unreachable C 4 C 5 C 6 C 11 cC 12
C: B 3 A 4 A 5 A 6 A 11 D 11
A B 3 C 4 C 5 C 6 .. C 1 cC 12
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Figure 73. Counting to Infinity
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The problem can be seen clearly. B is able to remove the failed route immediately
because it times out the link. Other routers, however, have tables that contain
references to this route for many update periods after the link has failed.

1. Initially A and C have a route to D via B.
2. Link from D to B fails.

3. A and C then send updates based on the route to D via B even after the link
has failed.

4. B then believes it has a route to D via either A or C. But, in reality it does not
have such a route, as the routes are vestiges of the previous route via B, which
has failed.

5. A and C then see that the route via B has failed, but believe a route exists via
one another.

Slowly the distance vector tables converge, but not until the metrics have counted
up, in theory, to infinity. To avoid this happening, practical implementations of
distance vector have a low value for infinity; for example, RIP uses a maximum
metric of 16.

The manner in which the metrics increment to infinity gives rise to the term
counting to infinity. 1t occurs because A and C are engaged in an extended period
of mutual deception, each claiming to be able to get to the target network D via one
another.

3.2.2.2 Split Horizon

Counting to infinity can easily be prevented if a route to a destination is never
reported back in the distance vector table that is sent to the neighbor from which
the route was learned. Split horizon is the term used for this technique.

The incorporation of split horizon would modify the sequence of distance vector
table changes to that shown in Figure 74 on page 103. The tables can be seen to
converge considerably faster than before (see Figure 73).
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Time [ :> [ :>

D: Direct 1 Direct 1 Direct 1 Direct 1

B: Unreachable Unreachable Unreachable C 12
C. B 3 A 4 D 11 D 1
A B 3 C 4 Unreachable C 12

Note: Faster Routing Table Convergence
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Figure 74. Split Horizon

3.2.2.3 Split Horizon with Poison Reverse

Poison reverse is an enhancement to split horizon, whereby routes learned from a
neighbor router are reported back to it but with a metric of infinity (that is, network
unreachable).

The use of poison reverse is safer than split horizon alone because it breaks
erroneous looping routes immediately.

If two routers receive routes pointing at each other, and they are advertised with a
metric of infinity, the routes will be eliminated immediately as unreachable. If the
routes are not advertised in this way, they must be eliminated by the timeout that
results from a route not being reported by a neighbor router for several periods (for
example, six periods for RIP).

Poison reverse does have one disadvantage. It significantly increases the size of
distance vector tables that must be exchanged between neighbor routers because
all routes are included in the distance vector tables. While this is generally not a
problem on LANS, it can cause real problems on point-to-point connections in large
internetworks.

3.2.2.4 Triggered Updates

Split horizon with poison reverse will break routing loops involving two routers. It is
still possible, however, for there to be routing loops involving three or more routers.
For example, A may believe it has a route through B, B through C, and C through
A. This loop can only be eliminated by the timeout that results from counting to
infinity.

Triggered updates are designed to reduce the convergence time for routing tables,
and hence reduce the period during which such erroneous loops are present in an
internetwork.

When a router changes the cost for a route in its distance vector table, it must send
the modified table immediately to neighbor routers. This simple mechanism
ensures that topology changes in a network are propagated quickly, rather than at
a rate dependent on normal periodic updates.
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3.2.3 Link State Routing

The growth in the size of internetworks in recent years has necessitated the
replacement of distance vector routing algorithms with alternatives that address the
shortcomings identified in 3.2.2, “Distance Vector Routing” on page 99.

These new protocols have been based on link state or shortest path first (see
3.2.3.1, “Shortest-Path First (SPF)” on page 105) algorithms. The best example is
the OSPF Interior Gateway Protocol.

The principle behind link state routing is straightforward, although its
implementation can be complex:

e Routers are responsible for contacting neighbors and learning their identities.

e Routers construct link state packets which contain lists of network links and
their associated costs.

e Link state packets are transmitted to all routers in a network.

» All routers therefore have an identical list of links in a network, and can
construct identical topology maps.

e The maps are used to compute the best routes to all destinations.

Routers contact neighbors by sending hello packets on their network interfaces.
Hello packets are sent directly to neighbors on point-to-point links and
non-broadcast networks. On LANSs, hello packets are sent to a predefined group or
multicast IP address that can be received by all routers. Neighbors who receive
hellos from a router should reply with hello packets that include the identity of that
originating router.

Once neighbors have been contacted in this way, link state information can be
exchanged.

Link state information is sent in the form of link state packets (LSPs), also known
as link state advertisements. LSPs provide the database from which network
topology maps can be calculated at each router. LSPs are normally sent only
under the following specific circumstances:

e When a router discovers a new neighbor
¢ When a link to a neighbor goes down
¢ When the cost of a link changes
» Basic refresh packets are sent every 30 minutes
Once a router has generated an LSP it is critical that it is received successfully by

all other routers in a network. If this does not happen, routers on the network will
calculate network topology based on incorrect link state information.

Distribution of LSPs would normally be on the basis of each router's routing tables.
However, this leads to a chicken and egg situation. Routing tables would rely on
LSPs for their creation and LSPs would rely on routing tables for their distribution.
A simple scheme called flooding overcomes this, and ensures that LSPs are
successfully distributed to all routers in a network.

Flooding requires that a router that receives an LSP transmits it to all neighbors
except the one from which it was received. All LSPs must be explicitly
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acknowledged to ensure successful delivery, and they are sequenced and time
stamped to ensure duplicates are not received and retransmitted.

When a router receives an LSP it looks in its database to check the sequence
number of the last LSP from the originator. If the sequence number is the same
as, or earlier than, the sequence number of the LSP in its database, then the LSP
is discarded. Otherwise the LSP is added to the database.

The flooding process ensures that all routers in a network have the same link state
information. All routers are then able to compute the same shortest path tree (see
shortest path tree in 3.2.3.1, “Shortest-Path First (SPF)”) topology map for the
network, and hence select best routes to all destinations.

3.2.3.1 Shortest-Path First (SPF)

SPF is an algorithm that each router in the same AS has an identical link-state
database, leading to an identical graphical replesentation by calculating a tree of
shortest paths with the router itself as root. The tree is called the shortest-path tree
giving an entire path to any destination network or host. Figure 75 shows the
shortest-path tree example from router A. Each router, A, B, C, D and E has an
identical link-state database as shown. Router A generate its own shortest-path
tree by calculating a tree of shortest paths with router A itself as root.

1
3
2 1
4 3
A B C D E
B-2 A2 A1 C-1 C-3 | Link State
c1 D-4 D-1 B-4 D-3 | patabase
E-3 E-3
A C
E
B D

Figure 75. Shortest-Path First (SPF) Example
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3.3

Interior Gateway Protocols (IGP)

There are many standard and proprietary interior gateway protocols. IBM products
such as operating systems and routers support only standard IGP protocols (see
Chapter 14, “Platform Implementations” on page 639). This section describes the
following IGPs:

e Routing Information Protocol (RIP)
* Routing Information Protocol, Version 2 (RIP-2)
e Open Shortest Path Fist (OSPF)

3.3.1 Routing Information Protocol (RIP)

106

RIP is an IAB standard protocol; its status is elective. This means that it is one of
several interior gateway protocols available, and it may or may not be implemented
on a system. If a system does implement it, however, the implementation should
be in line with the RFC 1058.

RIP is based on the Xerox PUP and XNS routing protocols. The RFC was issued
after many RIP implementations had been completed. For this reason some do not
include all the enhancements to the basic distance vector routing protocol (such as
poison reverse and triggered updates).

RIP is a distance vector routing protocol suitable for small networks as compared to
OSPF (see OSPF in 3.3.4, “Open Shortest Path First (OSPF)” on page 112). This
is because of the shortcomings of distance vector routing identified in 3.2.2,
“Distance Vector Routing” on page 99.

There are two versions of RIP. Version 1 (RIP-1) is a widely deployed protocol
with a number of known limitations. Version 2 (RIP-2) is an enhanced version
designed to alleviate the limitations of RIP while being highly compatible with it.
The term RIP is used to refer to Version 1, while RIP-2 refers to Version 2.
Whenever the reader encounters the term RIP in TCP/IP literature, it is safe to
assume that it is referring to Version 1 unless explicitly stated otherwise. We use
this nomenclature in this section except when the two versions are being
compared, when we use the term RIP-1 to avoid possible confusion.

RIP is very widely used because the code (known as ROUTED) was incorporated
on the Berkeley Software Distribution (BSD) UNIX operating system, and in other
UNIX systems based on it.

3.3.1.1 Protocol Description

RIP packets are transmitted onto a network in User Datagram Protocol (UDP)

datagrams, which in turn are carried in IP datagrams. RIP sends and receives
datagrams using UDP port 520. RIP datagrams have a maximum size of 512

octets and tables larger than this must be sent in multiple UDP datagrams.

RIP datagrams are normally broadcast onto LANs using the LAN MAC all-stations
broadcast address and the IP network or subnetwork broadcast address. They are
specifically addressed on point-to-point and multi-access non-broadcast networks,
using the destination router IP address.

Routers normally run RIP in active mode; that is, advertising their own distance
vector tables and updating them based on advertisements from neighbors. End
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nodes, if they run RIP, normally operate in passive (or silent) mode; that is,
updating their distance vector tables on the basis of advertisements from neighbors,
but not in turn advertising them.

RIP specifies two packet types: request and response.

A request packet is sent by routers to ask neighbors to send part of their distance
vector table (if the packet contains destinations), or all their table (if no destinations
have been specified).

A response packet is sent by routers to advertise their distance vector table in the
following circumstances:

e Every 30 seconds

e In response to a request packet

e When distance vector tables change (if triggered updates are supported)
Active and passive systems listen for all response packets and update their
distance vector tables accordingly. A route to a destination, computed from a
neighbor's distance vector table, is kept until an alternate is found with lower cost,

or it is not re-advertised in six consecutive RIP responses. In this case the route is
timed out and deleted.

When RIP is used with IP, the address family identifier is 2 and the address fields
are 4 octets. To reduce problems of counting to infinity the maximum metric is 16
(unreachable) and directly connected networks are defined as having a metric of
one.

The RIP packet format for IP is shown in Figure 76.

Number of Octets

1 Command Request = 1
Response =2

1 Version Version = 1

2 Reserved

2 2 Address Family
Identifier for IP

2 Reserved

4 IP Address May be
Repeated

8 Reserved

4 Metric
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Figure 76. RIP Message

RIP makes no provision for passing subnet masks with its distance vector tables.
A router receiving a RIP response must already have subnet mask information to
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allow it to interpret the network identifier and host identifier portions of the IP
address correctly.

In the absence of subnet mask information a router will interpret routes as best as it
can. If it knows an IP network has a specific subnet mask, it will interpret all other
route information for that network on the basis of that single mask. If it receives a
packet with bits set in the field that it regards as the host field, it will interpret it as a
route to a host with a mask of 255.255.255.255.

The above makes it impossible for RIP to be used in an internetwork with variable
length subnet masks.

3.3.2 Routing Information Protocol Version 2 (RIP-2)

RIP-2 is a draft standard protocol. Its status is elective. It is described in RFC
1723.

RIP-2 extends RIP-1. It is less powerful than other recent IGPs such as OSPF
(see 3.3.4, “Open Shortest Path First (OSPF)” on page 112) but it has the
advantages of easy implementation and lower overheads. The intention of RIP-2 is
to provide a straightforward replacement for RIP that can be used on small to
medium-sized networks, can be employed in the presence of variable subnetting
(see 2.1.2.1, “Types of Subnetting” on page 31) or supernetting (see 2.1.7,
“Classless Inter-Domain Routing (CIDR)” on page 45) and importantly, can
interoperate with RIP-1. In fact, the major reason for developing and deploying
RIP-2 was the use of CIDR, which cannot be used in conjunction with RIP-1.

RIP-2 takes advantage of the fact that half of the bytes in a RIP-1 message are
reserved (must be zero) and that the original RIP-1 specification was well designed
with enhancements in mind, particularly in the use of the version field. One notable
area where this is not the case is in the interpretation of the metric field. RIP-1
specifies it as being a value between 0 and 16 stored in a four-byte field. For
compatibility, RIP-2 preserves this definition, meaning that it agrees with RIP-1 that
16 is to be interpreted as infinity, and wastes most of this field.

Note: Neither RIP-1 nor RIP-2 are properly suited for use as an IGP in an AS
where a value of 16 is too low to be regarded as infinity, because high
values of infinity exacerbate the counting to infinity problem. The more
sophisticated link-state protocol used in OSPF provides a much better
routing solution when the AS is large enough to have a legitimate hop count
close to 16.

Provided that a RIP-1 implementation obeys the specification in RFC 1058, RIP-2
can interoperate with RIP-1. The RIP message format is extended as shown in
Figure 77 on page 109.
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Number of Octets

Request =1
1 Command qu 1
Response =2
1 Version
2 Reserved
2 X'FFFF'
2 Authentic Type 0 = No Authentication
2 = Password Data
16 Authentication Data Password if Type 2 Selected
2 2
2 Reserved
4 IP Address
4 Subnet Mask May be Repeated
4 Next Hop
4 Metric 3376\3376FCKZ

Figure 77. RIP-2 Message

The first entry in the message can be an authentication entry, as shown here, or it
can be a route as in a RIP-1 message. If the first entry is an authentication entry,
only 24 routes can be included in a message; otherwise the maximum is 25 as in

RIP-1.

The fields in a RIP-2 message are the same as for a RIP-1 message except as
follows:

Version
Is 2. This tells RIP-1 routers to ignore the fields designated as “must be
zero.” (If the value is 1, RIP-1 routers are required to discard messages with
non-zero values in these fields since the messages originate with a router
claiming to be RIP-1-compliant but sending non-RIP-1 messages.)

Address Family
May be X'FFFF' in the first entry only, indicating that this entry is an
authentication entry.

Authentication Type
Defines how the remaining 16 bytes are to be used. The only defined types
are 0 indicating no authentication and 2 indicating that the field contains
password data.

Authentication Data
The password is 16 bytes, plain text ASCII, left adjusted and padded with
ASCII NULLs (X'00").
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Route Tag
Is a field intended for communicating information about the origin of the route
information. It is intended for interoperation between RIP and other routing
protocols. RIP-2 implementations must preserve this tag, but RIP-2 does not
further specify how it is to be used.

Subnet Mask
The subnet mask associated with the subnet referred to by this entry.

Next Hop
A recommendation about the next hop that the router should use to send
datagrams to the subnet or host given in this entry.

To ensure safe interoperation with RIP, RFC 1723 specifies the following
restrictions for RIP-2 routers sending over a network interface where a RIP-1 router
may hear and operate on the RIP messages.

1. Information internal to one network must never be advertised into another
network.

2. Information about a more specific subnet cannot be advertised where RIP-1
routers would consider it a host route.

3. Supernet routes (routes with a subnet mask shorter than the natural or
unsubnetted network mask) must not be advertised where they could be
misinterpreted by RIP-1 routers.

RIP-2 also supports the use of multicasting (see 9.1, “Multicasting” on page 467)
rather than simple broadcasting. This can reduce the load on hosts that are not
listening for RIP-2 messages. This option is configurable for each interface to
ensure optimum use of RIP-2 facilities when a router connects mixed RIP-1/RIP-2
subnets to RIP-2-only subnets. Similarly, the use of authentication in mixed
environments can be configured to suit local requirements.

RIP-2 is implemented in recent versions of the gated daemon, often termed gated
Version 3.

3.3.3 RIPng for IPv6

RIPng is intended to allow routers to exchange information for computing routes
through an IPv6-based network and documented in RFC2080 (see IPv6 in
Chapter 6, “IP Version 6” on page 357).

3.3.3.1 Protocol Description

RIPng is a distance vector protocol and similar to RIP-2 in IPv4 (see 3.2.2,
“Distance Vector Routing” on page 99). RIPng is a UDP-based protocol and sends
and receives datagrams on UDP port number 521. RIPng should be implemented
only in routers; IPv6 provides other mechanisms for router discovery. Any router
that uses RIPng is assumed to have interfaces to one or more networks, otherwise
it isn't really a router (see router discovery in 6.3, “Internet Control Message
Protocol Version 6 (ICMPv6)” on page 372). RIPng has the following limitations,
just as RIP-2 in IPv4, which are specific to a distance vector protocol.

¢ Limited number of networks where longest path is 15.

e RIPng depends on counting to infinity. The resolution of the loop would require
much more time (see counting to infinity in 3.2.2.1, “The Count to Infinity
Problem” on page 101).
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» Fixed metric. It is not appropriate for situations where routers need to be
chosen based on real-time applications.

The RIPng message format is extended as shown in Figure 78.

1 Command Request =1
Response = 2
1 Version
2 Reserved
Route
? Table May be Repeated
Entry (RTE)
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Figure 78. RIPng Message

The basic blocks of a RIPng message are the following:

Command
It is the same idea as in RIP-1 and RIP-2 in IPv4 (see Figure 76 on
page 107 and Figure 77 on page 109 also).

Route Table Entry (RTE)
It is a different idea from RIP-1 and RIP-2. RIPng provides the ability to
specify the immediate next hop IPv6 address to which packets to a
destination specified by an RTE should be forwarded in much the same way
as RIP-1 and RIP-2 (see RTE in Figure 79).

Number of Octects

16 IPv6 Prefix
2 Route Tag
1 Prefix Length Between 0 and 128
_ Between 1 and 15
1 Metric Infinity = 16
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Figure 79. RIPng Route Table Entry (RTE)

In RIP-2, each route table entry has a next hop field. Including a next hop
field for each RTE in RIPng would nearly double the size of the RTE.
Therefore, in RIPng, the next hop is specified by a special RTE and applies to
all of the address RTEs following the next hop RTE until the end of the
message or until another next hop RTE is encountered.

Next Hop Route Table Entry (RTE)
The next hop RTE is identified by a value of OxFF in the metric field of an
RTE. The prefix field specifies the IPv6 address of the next hop.

Chapter 3. Routing Protocols 111



Number of Octects

16 IPv6 Next Hop Address
2 Reserved
1 Reserved
1 Reserved OxFF
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Figure 80. RIPng Next Hop Route Table Entry (RTE)

3.3.4 Open Shortest Path First (OSPF)

The Open Shortest Path First (OSPF) V2 Protocol is an interior gateway protocol
defined in RFC 2328. A report on the use of OSPF V2 is contained in RFC 1246
Experience with the OSPF Protocol.

It is an IAB standard protocol; its status is elective. However, RFC 1812
Requirements for IPv4 Routers, lists OSPF as the only required dynamic routing
protocol.

OSPF is important because it has a number of features not found in other interior
gateway protocols. Support for these additional features makes OSPF the
preferred choice for new IP internetwork implementations especially in large
networks. The following features are covered within OSPF:

Support for type of service (TOS) routing*
Provides load balancing (see 11.6, “OSPF Equal-Cost Multipath” on page 560)
Allows site partitioning into subsets by using areas

Information exchange between routers requires authentication (also in RIP-2,
see RIP-2 in 3.3.2, “Routing Information Protocol Version 2 (RIP-2)" on
page 108)

Support for host-specific routes as well as network-specific routes

Reduces table maintenance overhead to a minimum by implementing a
designated router

Allows definition of virtual links to provide support to a hon-contiguous area

Allows the usage of variable length subnet masks(also in RIP-2, see RIP-2 in
3.3.2, “Routing Information Protocol Version 2 (RIP-2)" on page 108)

Will import RIP and EGP routes into its database

4 The use of TOS has been dropped in recent OSPF implementations.
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3.3.4.1 OSPF Terminology
OSPF uses specific terminology which must be understood before the protocol can
be described.

Areas: OSPF internetworks are organized into areas. An OSPF area consists of
a number of networks and routers that are logically grouped together. Areas can
be defined on a per location or a per region basis, or they can be based on
administrative boundaries. All OSPF networks consist of at least one area, the
backbone, plus as many additional areas as are demanded by network topology
and other design criteria. Within an OSPF area all routers maintain the same
topology database, exchanging link state information to maintain their
synchronization. This ensures that all routers calculate the same network map for
the area.

Information about networks outside an area is summarized by an area border or AS
boundary routers (see “Intra-Area, Area Border and AS Boundary Routers”) and
flooded into the area. Routers within an area have no knowledge of the topology of
networks outside the area, only of routes to destinations provided by area borders
and AS boundary routers.

The importance of the area concept is that it limits the size of the topology
database that must be held by routers. This has direct impact on the processing to
be carried out by each router, and on the amount of link state information that must
be flooded into individual networks.

The OSPF Backbone: All OSPF networks must contain at least one area, the
backbone, which is assigned an area identifier of 0.0.0.0. (This is different
definition from IP address 0.0.0.0.) The backbone has all the properties of an area,
but has the additional responsibility of distributing routing information between
areas attached to it. Normally an OSPF backbone should be contiguous, that is
with all backbone routers attached one to another. This may not be possible
because of network topology, in which case backbone continuity must be
maintained by the use of virtual links (see below). Virtual links are backbone
router-to-backbone router connections that traverse a non-backbone area.

Routers within the backbone operate identically to other intra-area routers and
maintain full topology databases for the backbone area.

Intra-Area, Area Border and AS Boundary Routers: There are three possible

types of routers in an OSPF network. Figure 81 on page 114 shows the location
of intra-area, area border and AS boundary routers within an OSPF internetwork.
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Figure 81. OSPF Network

Intra-Area Routers
Routers that are situated entirely within an OSPF area are called intra-area
routers. All intra-area routers flood router links advertisements into the area
to define the links they are attached to. If they are elected designated or
backup-designated routers (see “Designated and Backup Designated Router”
on page 116), they also flood network links advertisements to define the
identity of all routers attached to the network. Intra-area routers maintain a
topology database for the area in which they are situated.

Area Border Routers
Routers that connect two or more areas are referred to as area border
routers. Area border routers maintain topology databases for each area to
which they are attached, and exchange link state information with other
routers in those areas. Area border routers also flood summary link state
advertisements into each area to inform them of inter-area routes.

AS Boundary Routers
Routers that are situated at the periphery of an OSPF internetwork and
exchange reachability information with routers in other ASs using exterior
gateway protocols are called AS boundary routers. Routers that import static
routes or routes from other IGPs, such as RIP, into an OSPF network are
also AS boundary routers. AS boundary routers are responsible for flooding
AS external link state advertisements into all areas within the AS to inform
them of external routes.

Virtual Link: A virtual link is part of the backbone. Its endpoints are two area
border routers that share a common non-backbone area. The link is treated as a
point-to-point link with metrics cost equal to the intra-area metrics between the
endpoints of the links. The routing through the virtual link is done using normal
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intra-area routing (see Figure 82 on page 115). Virtual endpoints are area border
routers (ABRSs) that share Area 2 as a transit area.

Transit Area: An area through which a virtual route is physically connected. In

Figure 82, Area 2 is transit area. In Figure 82, virtual endpoints are ABRs that
share Area 2 as a transit area.

Area O
Backbone
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Figure 82. OSPF Virtual Link, Transit Area

Stub Area: An area configured to use default routing for inter-AS routing. A stub
area can be configured where there is only a single exit from the area, or where
any exit can be used without preference for routing to destinations outside the
autonomous system. By default inter-AS routes are copied to all areas, so the use
of stub areas can reduce the storage requirements of routers within those areas for
autonomous systems where a lot of inter-AS routes are defined.

Neighbor Routers:  Two routers that have interfaces to a common network. On
multiaccess networks, neighbors are dynamically discovered by the Hello protocol.

Each neighbor is described by a state machine, which describes the conversation
between this router and its neighbor. A brief outline of the meaning of the states
follows. See the section immediately following for a definition of the terms
adjacency and designated router.

Down
Initial state of a neighbor conversation. It indicates that there has been no
recent information received from the neighbor.

Attempt
A neighbor on a non-broadcast network appears down and an attempt should
be made to contact it by sending regular Hello packets.
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Init A Hello packet has recently been received from the neighbor. However,
bidirectional communication has not yet been established with the neighbor.
(That is, the router itself did not appear in the neighbor's Hello packet.)

2-way
In this state, communication between the two routers is bidirectional.
Adjacencies can be established, and neighbors in this state or higher are
eligible to be elected as (backup) designated routers.

ExStart
The two neighbors are about to create an adjacency.

Exchange
The two neighbors are telling each other what they have in their topological
databases.

Loading
The two neighbors are synchronizing their topological databases.

Full The two neighbors are now fully adjacent; their databases are synchronized.

Various events cause a change of state. For example, if a router receives a Hello
packet from a neighbor that is down, the neighbor's state changes to init, and an
inactivity timer is started. If the timer fires (that is, no further OSPF packets are
received before it expires), the neighbor will return to the down state. Refer to RFC
2173 for a complete description of the states and information on the events which
cause state changes.

Adjacent Router:  Neighbor routers can become adjacent. They are said to be
adjacent when they have synchronized their topology databases through the
exchange of link state information.

Link state information is exchanged only between adjacent routers, not between
neighbor routers.

Not all neighbor routers become adjacent. Neighbors on point-to-point links do so,
but on multi-access networks adjacencies are only formed between individual
routers and the designated and backup designated routers.

The exchange of link state information between neighbors can create significant
amounts of network traffic. Limiting the number of adjacencies on multi-access
networks in this way achieves considerable reductions in network traffic.

Designated and Backup Designated Router: All multi-access networks have a
designated and a backup designated router. These routers are elected
automatically for each network once neighbor routers have been discovered by the
Hello protocol.

The designated router performs two key roles for a network:

* |t generates network links advertisements that list the routers attached to a
multi-access network.

e |t forms adjacencies with all routers on a multi-access network and therefore
becomes the focal point for forwarding of all link state advertisements.

The backup designated router forms the same adjacencies as the designated
router. It therefore has the same topology database and is able to assume
designated router functions should it detect that the designated router has failed.
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Physical Network Types:  All OSPF areas consist of aggregates of networks
linked by routers. OSPF categorizes networks into the following different types.

Point-to-point Network
Point-to-point networks directly link two routers.

Multi-Access Network
Multi-access networks are those that support the attachment of more than two
routers. They are further subdivided into two types:

¢ Broadcast
¢ Non-broadcast

Point-to-Multipoint Network
Point-to-multipoint networks describe a special case of multiaccess
non-broadcast where not every router has a direct connection to any other
router (also referred to as partial mesh).

Broadcast networks have the capability of directing OSPF packets to all attached
routers, using an address that is recognized by all of them. An Ethernet LAN and
token-ring LAN are examples of a broadcast multi-access network.

Non-broadcast networks do not have this capability and all packets must be
specifically addressed to routers on the network. This requires that routers on a
non-broadcast network be configured with the addresses of neighbors. Examples
of a non-broadcast multi-access network are the X.25 public data network or a
frame relay network

Interface: The connection between a router and one of its attached networks.
Each interface has state information associated with it that is obtained from the
underlying lower-level protocols and the OSPF protocol itself. A brief description of
each state is given here. Please refer to RFC 2173 for more details, and for
information on the events that will cause an interface to change its state.

Down
The interface is unavailable. This is the initial state of an interface.

Loopback
The interface is looped back to the router. It cannot be used for regular data
traffic.

Waiting
The router is trying to determine the identity of the designated router or its
backup.

Point-to-Point
The interface is to a point-to-point network or is a virtual link. The router
forms an adjacency with the router at the other end.

Note: The interfaces do not need IP addresses. Since the remainder of the
internetwork has no practical need to see the routers' interfaces to the
point-to-point link, just the interfaces to other networks, any IP
addresses for the link would be needed only for communication
between the two routers. To conserve the IP address space, the
routers can dispense with IP addresses on the link. This has the
effect of making the two routers appear to be one to IP but this has no
ill effects. Such a link is called an unnumbered link.
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DR Other
The interface is on a multiaccess network but this router is neither the
designated router nor its backup. The router forms adjacencies with the
designated router and its backup.

Backup
The router is the backup designated router. It will be promoted to designated
router if the present designated router fails. The router forms adjacencies
with every other router on the network.

DR The router itself is the designated router. The router forms adjacencies with
every other router on the network. The router must also originate a network
links advertisement for the network node.

Type of Service (TOS) Metrics:  In each type of link state advertisement, different
metrics can be advertised for each IP Type of Service. A metric for TOS 0 (used
for OSPF routing protocol packets) must always be specified. Metrics for other
TOS values can be specified; if they are not, these metrics are assumed equal to
the metric specified for TOS 0.5

Link State Database: Also called the directed graph or the topological database.
It is created from the link state advertisements generated by the routers in the area.

Note: RFC 2328 uses the term link state database in preference to topological
database. The former term has the advantage that it describes the contents
of the database, the latter is more descriptive of the purpose of the
database, to describe the topology of the area. We have previously used
the term topological database for this reason, but for the remainder of this
section where we discuss the operation of OSPF in more detail, we refer to
it as the link state database.

Shortest-Path Tree: Each router runs the SPF (see SPF in 3.2.3.1,
“Shortest-Path First (SPF)” on page 105) algorithm on the link state database to
obtain its shortest-path tree. The tree gives the route to any destination network or
host as far as the area boundary. It is used to build the routing table.

Note: Because each router occupies a different place in the area's topology,
application of the SPF algorithm gives a different tree for each router, even
though the database is identical.

Area border routers run multiple copies of the algorithm but build a single routing
table.

Routing table:  The routing table contains entries for each destination: network,
subnet or host. For each destination, there is information for one or more types of
service (TOS). For each combination of destination and type of service, there are
entries for one or more optimum paths to be used.

Area ID: A 32-bit number identifying a particular area. The backbone has an area
ID of zero.

5 The use of TOS has been dropped in recent OSPF implementations.
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Router ID: A 32-bit number identifying a particular router. Each router within the
AS has a single router ID. One possible implementation is to use the lowest
numbered IP address belonging to a router as its router ID.

Router Priority: ~ An 8-bit unsigned integer, configurable on a per-interface basis
indicating this router's priority in the selection of the (backup) designated router. A
router priority of zero indicates that this router is ineligible to be the designated
router.

Link State Advertisements: Link state information is exchanged by adjacent
OSPF routers to allow area topology databases to be maintained, and inter-area
and inter-AS routes to be advertised.

Link state information consists of five types of link state advertisement. Together
these provide all the information needed to describe an OSPF network and its
external environment:

1. Router links

2. Network links

3. Summary links (type 3 and 4)
4. AS External links

Router link advertisements
Router link advertisements are generated by all OSPF routers and describe
the state of the router's interfaces (links) within the area. They are flooded
throughout a single area only.

Network link advertisements
Network link advertisements are generated by the designated router on a
multi-access network and list the routers connected to the network. They are
flooded throughout a single area only.

Summary link advertisements
Summary link advertisements are generated by area border routers. There
are two types: one describes routes to destinations in other areas; the other
descirbes routes to AS boundary routers. They are flooded throughout a
single area only.

AS external link advertisements
AS external link advertisements are generated by AS boundary routers and
describe routes to destinations external to the OSPF network. They are
flooded throughout all areas in the OSPF network.
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Figure 83. OSPF Link State Advertisements

3.3.4.2 Protocol Description
The OSPF protocol is an implementation of a link state routing protocol, as
described in 3.2.3, “Link State Routing” on page 104.

OSPF packets are transmitted directly in IP datagrams. IP datagrams containing
OSPF packets can be distinguished by their use of protocol identifier 89 in the IP
header. OSPF packets are not, therefore, contained in TCP or UDP headers.
OSPF packets are always sent with IP type of service set to 0, and the IP
precedence field set to internetwork control. This is to aid them in getting
preference over normal IP traffic. (To see further details on IP protocol identifiers,
type of service and precedence, refer to 10.2, “Integrated Services” on page 506.)

OSPF packets are sent to a standard multicast IP address on point-to-point and
broadcast networks. This address is 224.0.0.5, referred to as AlISPFRouters in the
RFC. They are sent to specific IP addresses on non-broadcast networks using
neighbor network address information that must be configured for each router. All
OSPF packets share a common header, which is shown in Figure 84 on page 121.
This header provides general information such as area identifier and originating
router identifier, and also includes a checksum and authentication information. A
type field defines each OSPF packet as one of five possible types:

1. Hello

2. Database description
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3. Link state request

4. Link state update

5. Link state acknowledgement
The router identifier, area identifier, and authentication information are configurable
for each OSPF router.

Number of Octets

1 Version Version = 2
1 = Hello
2 = Database Description
1 Packet Type _{ 3=Link State Request
4 = Link State Update
5 = Link State Acknowledgment
2 Packet Length
4 Router ID
4 Area ID
2 Checksum
2 Authentication Type | {0 = No Authentication
1 = Simple Password
8 Authentication Data Password if Type 1
Selected
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Figure 84. OSPF Common Header
The OSPF protocol defines a number of stages which must be executed by
individual routers. They are as follows:

¢ Discovering neighbors

e Electing the designated router

e Initializing neighbors

* Propagating link state information

e Calculating routing tables
The use of the five OSPF packet types to implement stages of the OSPF protocol

are described in the following subsection.

During OSPF operation a router cycles each of its interfaces through a number of
to DR Other, BackupDR or DR (DR stands for designated router) depending on the
status of each attached network and the identity of the designated router elected for
each of them. (See a detailed description of these states in “Interface” on

page 117.)
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At the same time a router cycles each neighbor interface (interaction) through a
number of states as it discovers them and then becomes adjacent. These states
are: Down, Attempt, Init, 2-Way, ExStart, Exchange, Loading and Full. (See a
detailed description of these states in “Neighbor Routers” on page 115.)

Discovering Neighbors - The OSPF Hello Protocol: The Hello protocol is
responsible for discovering neighbor routers on a network, and establishing and
maintaining relationships with them. Hello packets are sent out periodically on all
router interfaces. The format of these is shown in Figure 85.

Number of Octets

24 Common Header Packet Type =1
4 Network Mask
2 Hello Interval
T T 11 s

1 Reserved ElT —{ = >ubarea

v T = Multiple TOS

Metrics Supported

1 Router Priority
4 Router Dead Interval
4 Designated Router
4 Backup

Designated Router

. Repeated for
4 Neighbor Each Current
Valid Neighbor
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Figure 85. OSPF Hello Packet

Hello packets contain the identities of neighbor routers whose hello packets have
already been received over a specific interface. They also contain the network
mask, router priority, designated router identifier and backup designated router
identifier. The final three parameters are used to elect the designated router on
multi-access networks.

The network mask, router priority, hello interval and router dead interval are
configurable for each interface on an OSPF router.

A router interface changes state from Down to Point-to-Point (if the network is
point-to-point), to DR Other (if the router is ineligible to become designated router),
or otherwise to Waiting as soon as hello packets are sent over it.
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A router receives hello packets from neighbor routers via its network interfaces.
When this happens the neighbor interface state changes from Down to Init.
Bidirectional communication is established between neighbors when a router sees
itself listed in a hello packet received from another router. Only at this point are the
two routers defined as true neighbors, and the neighbor interface changes state
from Init to 2-Way.

Electing the Designated Router:  All multi-access networks have a designated
router. There is also a backup designated router that takes over in the event that
the designated router fails. The use of a backup, which maintains an identical set
of adjacencies and an identical topology database to the designated router, ensures
that there is no extended loss of routing capability if the designated router fails.

The designated router performs two major functions on a network:

¢ |t originates network link advertisements on behalf of the network.

* |t establishes adjacencies with all other routers on the network. Only routers
with adjacencies exchange link state information and synchronize their
databases.

The designated router and backup designated router are elected on the basis of the
router identifier, router priority, designated router and backup designated router
fields in hello packets. Router priority is a single octet field that defines the priority
of a router on a network. The lower the value of the priority field the more likely the
router is to become the designated router, hence the higher its priority. A zero
value means the router is ineligible to become a designated or backup designated
router.

The process of designated router election is as follows:

1. The current values for designated router and backup designated router on the
network are initialized to 0.0.0.0.

2. The current values for router identifier, router priority, designated router and
backup designated router in hello packets from neighbor routers are noted.
Local router values are included.

3. Backup designated router election:

Routers that have been declared as designated router are ineligible to
become a backup designated router.

The backup designated router will be declared to be:

e The highest priority router that has been declared as a backup
designated router

e The highest priority router if no backup designated router has been
declared

If equal priority routers are eligible, the one with the highest router identifier
is chosen.

4. Designated router election:
The designated router will be declared to be:
* The highest priority router that has been declared designated router

¢ The highest priority router if no designated router has been declared
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5. If the router carrying out the above determination is declared the designated or
backup designated router, then the above steps are re-executed. This ensures
that no router can declare itself both designated and backup designated router.

Once designated and backup designated routers have been elected for a network,
they proceed to establish adjacencies with all routers on the network.

Completion of the election process for a network causes the router interface to
change state from Waiting to DR, BackupDR, or DR Other depending on whether
the router is elected the designated router, the backup designated router or none of
these.

Establishing Adjacencies - Database Exchange: A router establishes
adjacencies with a subset of neighbor routers on a network.

Routers connected by point-to-point networks and virtual links always become
adjacent. Routers on multi-access networks form adjacencies with the designated
and backup designated routers only.

Link state information flows only between adjacent routers. Before this can happen
it is necessary for them to have the same topological database, and to be
synchronized. This is achieved in OSPF by a process called database exchange.

Database exchange between two neighbor routers occurs as soon as they attempt
to bring up an adjacency. It consists of the exchange of a number of database
description packets that define the set of link state information present in the
database of each router. The link state information in the database is defined by
the list of link state headers for all link state advertisement in the database. (See
Figure 90 on page 128 for information on the link state header.)

The format of database description packets is shown in Figure 86.

Number of Octets

24 Common Header Packet Type =2
2 Reserved
1 Interface MTU
[T | = Init
1 Reserved | | |[M|MS[—{ M = More
M/S ='1' for Master

4 DD Sequence Number

. Repeated for
20 Link State Header Each Link

State Advertisement
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Figure 86. OSPF Database Description Packet
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During the database exchange process the routers form a master/slave
relationship, the master being the first to transmit. The master sends database
description packets to the slave to describe its database of link state information.
Each packet is identified by a sequence number and contains a list of the link state
headers in the master's database. The slave acknowledges each packet by
sequence number and includes its own database of headers in the
acknowledgements.

Flags in database description packets indicate whether they are from a master or
slave (the M/S bit), the first such packet (the I bit) and if there are more packets to
come (the M bit). Database exchange is complete when a router receives a
database description packet from its neighbor with the M bit off.

During database exchange each router makes a list of the link state advertisements
for which the adjacent neighbor has a more up-to-date instance (all advertisements
are sequenced and time stamped). Once the process is complete each router
requests these more up-to-date instances of advertisements using link state
requests.

The format of link state request packets is shown in Figure 87.

Number of Octets

24 Common Header Packet Type =3
4 Link State Type
i Repeated for
4 Link State ID Each Link
. State Advertisement
4 Advertising Router
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Figure 87. OSPF Link State Request Packet
The database exchange process sequences the neighbor interface state from
2-Way through:

e ExStart as the adjacency is created and the master agreed upon

¢ Exchange as the topology databases are being described

e Loading as the link state requests are being sent and responded to

¢ And finally to Full when the neighbors are fully adjacent

In this way, the two routers synchronize their topology databases and are able to
calculate identical network maps for their OSPF area.

Link State Propagation:  Information about the topology of an OSPF network is
passed from router to router in link state advertisements.

Link state advertisements pass between adjacent routers in the form of link state
update packets, the format of which is shown in Figure 88 on page 126.
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Number of Octets

24 Common Header Packet Type = 4

4 No. of Advertisements

Variable Link State Advertisement Repeated for Each
Advertisement
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Figure 88. OSPF Link State Update Packet

Link state advertisements are of five types: router links, network links, summary
links (two types) and AS external links as noted earlier in this section.

Link state updates pass as a result of link state requests during database
exchange, and also in the normal course of events when routers wish to indicate a
change of network topology. Individual link state update packets can contain
multiple link state advertisements.

It is essential that each OSPF router in an area has the same network topology
database, and hence the integrity of link state information must be maintained.

For that reason link state update packets must be passed without loss or corruption
throughout an area. The process by which this is done is called flooding.

A link state update packet floods one or more link state advertisements one hop
further away from their originator. To make the flooding procedure reliable each
link state advertisement must be acknowledged separately. Multiple
acknowledgements can be grouped together into a single link state
acknowledgement packet. The format of the link state acknowledgement packet is
shown in Figure 89.

Number of Octets

24 Common Header Packet Type =5
_ Repeated for
20 Link State Header Each Advertisement
Acknowledged
3376\3376FCKE

Figure 89. OSPF Link State Acknowledgement Packet

In order to maintain database integrity it is essential that all link state
advertisements are rigorously checked to ensure validity.
The following checks are applied and the advertisement discarded if:
e The link state checksum is incorrect.
e The link state type is invalid.
e The advertisement's age has reached its maximum.

e The advertisement is older than or the same as one already in the database.
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If an advertisement passes the above checks, then an acknowledgement is sent
back to the originator. If no acknowledgement is received by the originator, then the
original link state update packet is retransmitted after a timer has expired.

Once accepted an advertisement is flooded onward over the router's other
interfaces until it has been received by all routers within an area.

Advertisements are identified by their link state type, link state ID and the
advertising router. They are further qualified by their link state sequence number,
link state age and link state checksum number.

The age of a link state advertisement must be calculated to determine if it should
be installed into a router's database. Only a more recent advertisement should be
accepted and installed. Valid link state advertisements are installed into the
topology database of the router. This causes the topology map or graph to be
recalculated and the routing table to be updated.

Link state advertisements all have a common 20-byte header. This is shown in
Figure 90 on page 128. The four link state advertisement types are shown in
Figure 91 on page 130, in Figure 92 on page 132, in Figure 93 on page 132, and
in Figure 94 on page 133.
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Number of Octets

2 Link State Age
T T T |

1 E Options
1 = Router Links

1 Link State Type _/ 2=Network Links
3,4 = Summary Links
5 = AS External

4 Link State 1D

4 Advertising Router

4 Link State

Sequence Number
2 Link State Checksum
2 Length
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Figure 90. OSPF Link State Header

The fields in the link state advertisement header are:

Link Stage Age
A 16-bit number indicating the time in seconds since the origin of the
advertisement. It is increased as the link state advertisement resides in a
router's database and with each hop it travels as part of the flooding
procedure. When it reaches a maximum value, it ceases to be used for
determining routing tables and is discarded unless it is still needed for
database synchronization. The age is also to determine which of two
otherwise identical copies of an advertisement a router should use.

Options
One bit that describes optional OSPF capability. The E-bit indicates an
external routing capability. It is set unless the advertisement is for a router,
network link or summary link in a stub area. The E-bit is used for information
only and does not affect the routing table.

Link State Type
The types of the link state advertisement are (see “Link State Advertisements
on page 119):

1. Router links - These describe the states of a router's interfaces.
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. Network links - These describe the routers attached to a network.

3. Summary links - These describe inter-area, intra-AS routes. They are
created by area border routers and allow routes to networks within the AS
but outside the area to be described concisely.

4. Summary links - These describe routes to the boundary of the AS (that is,
to AS boundary routers). They are created by area border routers. They
are very similar to type 3.

5. AS external links - These describe routes to networks outside the AS.

They are created by AS boundary routers. A default route for the AS can

be described this way.

Link State ID
A unique ID for the advertisement that is dependent on the link state type.
For types 1 and 4 it is the router ID, for types 3 and 5 it is an IP network
number, and for type 2 it is the IP address of the designated router.

N

Advertising Router
The router ID of the router that originated the link state advertisement. For
type 1 advertisements, this field is identical to the link state ID. For type 2, it
is the router ID of the network's designated router. For types 3 and 4, it is the
router ID of an area border router. For type 5, it is the router ID of an AS
boundary router.

LS Sequence Number
Used to allow detection of old or duplicate link state advertisements.

Link State Sequence Checksum
Checksum of the complete link state advertisement excluding the link state
age field.

Routing Table Calculation:  Each router in an OSPF area builds up a topology
database of validated link state advertisements and uses them to calculate the
network map for the area. From this map the router is able to determine the best
route for each destination and insert it into its routing table.

Each advertisement contains an age field which is incremented while the
advertisement is held in the database. An advertisement's age is never
incremented past MaxAge. When age reaches MaxAge, it is excluded from routing
table calculation, and re-flooded through the area as a newly originated
advertisement.

Note: MaxAge is an architecture constant and the maximum age an LSA can
attain. The value of MaxAge is set to 1 hour.

Routers build up their routing table from the database of link state advertisements

in the following sequence:

1. The shortest path tree is calculated from router and network links
advertisements allowing best routes within the area to be determined.

2. Inter-area routes are added by examination of summary link advertisements.

3. AS external routes are added by examination of AS external link
advertisements.

The topology graph or map constructed from the above process is used to update
the routing table. The routing table is recalculated each time a new advertisement
is received.
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Number of Octets

20 Link StateHeader LS Type=1

0T V = Virtual Link Endpoint
1 Reserved |V [E | B |—( E = AS Boundary Router

B = Area Border Router
1 Reserved
2 Number of Links
4 Link ID
4 Link Data
1 Type
1 Number of TOS
Repeated for Each
2 TOS 0 Metric Link Reported
1 TOS
1 Reserved Repeated Number
of TOS Times

2 Metric
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Figure 91. OSPF Router Links Advertisement

The field in the router link advertisement header are:
V Bit
When set, this router is the endpoint of a virtual link that is using this area as
a transit area.
E Bit
When set, the router is an AS boundary router.
B Bit
When set, the router is an area border router.

Number of Links
The number of links described by this advertisement.
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Link ID

Identifies the object that this link connects to. The value depends upon the
type field (see below).

1. Neighboring router's router 1D
2. IP address of the designated router
3. IP network/subnet number. This value depends on what the inter area
route is to:
For a stub network it is the IP network/subnet number.
For a host it is X' FFFFFFFF"'.
For the AS-external default route it is X'00000000".
4. Neighboring router's router ID

Link Data
This value also depends upon the type field (see RFC 2328 for details).

Type
What this link connects to.

1. Point-to-point connection to another router
2. Connection to a transit network

3. Connection to a stub network or to a host
4, Virtual link

Number of TOS
The number of different TOS metrics given for this link in addition to the
metric for TOS 0.

TOS 0 Metric

The cost of using this outbound link for TOS 0. All OSPF routing protocol
packets are sent with the IP TOS field set to 0.

TOS
For backward compatibility with previous versions of the OSPF specification.

Note: In RFC 2328 the TOS routing option has been deleted from OSPF.
This action was required by the Internet standards process, due to
lack of implementation experience with OSPF's TOS routing.
However, for backward compatibility the formats of OSPF's various
LSAs remain unchanged, maintaining the ability to specify TOS
metrics in router-LSAs, summary-LSAs, ASBR-summary-LSAs, and
AS-external-LSAs (see RFC 2328 for detail).

Metric

The cost of using this outbound router link for traffic of the specified Type of
Service.

As an example, suppose the point-to-point link between routers RT1 (IP
address: 192.1.2.3) and RT6 (IP address: 6.5.4.3) is a satellite link. To
encourage the use of this line for high-bandwidth traffic, the AS administrator
can set an artificially low metric for that TOS. Router RT1 would then
originate the following router links advertisement (assuming RT1 is an area
border router and is not an AS boundary router):

3 RT1's router links advertisement

LS age = 0 ; always true on origination
LS type =1 ; indicates router Tinks
Link State ID = 192.1.2.3 ; RT1's Router ID

Advertising Router = 192.1.2.3 ; RT1
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bit E =0 ; not an AS boundary router
1

bit B = ; area border router

#links = 1
Link ID = 6.5.4.3 ; neighbor router's Router ID
Link Data = 0.0.0.0 ; interface to unnumbered SL
Type =1 ; connects to router

# other metrics =1

TOS 0 metric = 8
T0S = 2 ; high bandwidth
metric =1 ; traffic preferred

The format of a network links advertisement (type 2) is shown in Figure 92.

Number of Octets

24 Link State Header LS Type =2

4 Network Mask

4 Attached Router Repeated for Each
Attached Router
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Figure 92. OSPF Network Links Advertisement

The fields in the network link advertisement header are:

Network Mask
The IP address mask for the network. For example a CIDR prefix length /20
network would have the mask 255.255.240.0 (dotted-decimal) and the mask
1111 1111 1111 1111 1110 0000 0000 0000 (binary), (see 2.1.7, “Classless
Inter-Domain Routing (CIDR)” on page 45).

Attached Router
The router IDs of each of the routers attached to the network that are
adjacent to the designated router (including the sending router). The number
of routers in the list is deduced from the length field in the header.

Number of Octets

20 Link State Header LS Type=3or4
4 Network Mask 0 for LS Type 4
1 Reserved
3 Metric

Repeated for Each
1 TOS TOS
3 Metric

3376\3376FCKI

Figure 93. OSPF Summary Links Advertisement
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The fields in the summary link advertisement header are:

Network Mask
For a type 3 link state advertisement, this is the IP address mask for the
network. For a type 4 link state advertisement, this is not meaningful and
must be zero.

Reserved
All zero.

Metric
The cost of this route for this type of service in the same units used for TOS
metrics in type 1 advertisements.

TOS
Zero or more entries for additional types of service. The number of entries
can be determined from the length field in the header.

Number of Octets

20 Link State Header LS Type =5
4 Network Mask

R
1 E Reserved
3 Metric

Repeated for Each

4 Forwarding Address T0S
4 External Route Tag
: E TOS
3 TOS Metric
4 Forwarding Address
4 External Route Tag
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Figure 94. OSPF External Links Advertisement

The fields in the external link advertisement header are:

Network Mask
The IP address mask for the network.

Chapter 3. Routing Protocols 133



Bit E
The type of external metric. If set, the type is 2, otherwise it is 1.

1. The metric is directly comparable to OSPF link state metrics
2. The metric is considered larger than all OSPF link state metrics

Reserved
All zero.

Metric
The cost of this route. Interpretation depends on the E-bit.

Forwarding Address
The IP address that data traffic for this type of service intended for the
advertised destination is to be forwarded to. The value 0.0.0.0 indicates that
traffic should be forwarded to the AS boundary router that originated the
advertisement.

External Route Tag
A 32-bit value attached to the external route by an AS boundary router. This
is not used by the OSPF itself. It can be used to communicate information
between AS boundary routers.

TOS
Zero or more entries for additional types of service. The number of entries
can be determined from the length field in the header.

3.4 Exterior Routing Protocols

Exterior Routing Protocols or Exterior Gateway Protocols (EGPs) are used to
exchange routing information between routers in different autonomous systems.

Note: The term exterior routing protocol has no abbreviation commonly used, so
we shall use the abbreviation EGP as is usual in TCP/IP literature.

Two EGPs are commonly used:

e Exterior Gateway Protocol (see 3.4.1, “Exterior Gateway Protocol (EGP)”)
e Border Gateway Protocol (see 3.4.2, “Border Gateway Protocol (BGP-4)" on
page 135)

3.4.1 Exterior Gateway Protocol (EGP)

EGP is a historic protocol and described in RFC 904. Interestingly, its status is still
listed as recommended.

The Exterior Gateway Protocol is a protocol used for exchange of routing
information between exterior gateways (not belonging to the same autonomous
system). EGP assumes a single backbone, and therefore only one single path
between any two ASs. Therefore, the practical use of EGP today is virtually
restricted to someone who wants to build a private Internet. In the real world, EGP
is being replaced progressively by BGP.

EGP is based on periodic polling using Hello/| Hear You message exchanges, to
monitor neighbor reachability and poll requests to solicit update responses. EGP
restricts exterior gateways by allowing them to advertise only those destination
networks reachable entirely within that gateway's autonomous system. Thus, an
exterior gateway using EGP passes along information to its EGP neighbors but
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does not advertise reachability information about its EGP neighbors (gateways are
neighbors if they exchange routing information) outside the autonomous system.
The routing information from inside an AS must be collected by this EGP gateway,
usually via an Interior Gateway Protocol (IGP). This is shoen in Figure 70 on
page 98.

3.4.2 Border Gateway Protocol (BGP-4)

The Border Gateway Protocol (BGP) is a draft standard protocol. Its status is
elective. It is described in RFC 1771.

The Border Gateway Protocol is an exterior gateway protocol used to exchange
network reachability information among ASs (see Figure 70 on page 98).

BGP-4 was introduced in the Internet in the loop-free exchange of routing
information between autonomous systems. Based on Classless Inter-Domain
Routing (CIDR), BGP has since evolved to support the aggregation and reduction
of routing information.

In essence, CIDR is a strategy designed to address the following problems:

e Exhaustion of Class B address space

¢ Routing table growth
CIDR eliminates the concept of address classes and provides a method for
summarizing n different routes into single routes. This significantly reduces the

amount of routing information that BGP routers must store and exchange. (See
2.1.7, “Classless Inter-Domain Routing (CIDR)” on page 45 for details.)
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Figure 95. BGP Speaker and AS Relationship

Before giving an overview of the BGP protocol, we define some terms used in
BGP:

BGP speaker
A system running BGP (see Figure 95).

BGP neighbors
A pair of BGP speakers exchanging inter-AS routing information. BGP
neighbors may be of two types:

Internal A pair of BGP speakers in the same autonomous system. Internal
BGP neighbors must present a consistent image of the AS to their
external BGP neighbors. This is explained in more detail below.

External A pair of BGP neighbors in different autonomous systems.
External BGP neighbors must be connected by a BGP connection
as defined below. This restriction means that in most cases where
an AS has multiple BGP inter-AS connections, it will also require
multiple BGP speakers.
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BGP session
A TCP session between BGP neighbors that are exchanging routing
information using BGP. The neighbors monitor the state of the session by
sending a keepalive message regularly. (The recommended interval is 30
seconds.)®

AS border router (ASBR)
A router that has a connection to multiple autonomous systems.

Note: The nomenclature for this type of router is somewhat varied. RFC
2328, which describes OSPF, uses the term AS boundary router.
RFC 1771 and 1772, which describe BGP, use the terms border
router and border gateway. We use the first term consistently when
describing both OSPF and BGP. BGP defines two types of AS border
routers, depending on its topological relationship to the BGP speaker
that refers to it.

Internal A next hop router in the same AS as the BGP speaker.
External A next hop router in a different AS from the BGP speaker.

The IP address of a border router is specified as a next hop destination when
BGP advertises an AS path (see below) to one of its external neighbors.
Next hop border routers must share a physical connection (see below) with
both the sending and receiving BGP speakers. If a BGP speaker advertises
an external border router as a next hop, that router must have been learned
of from one of that BGP speaker's peers.

AS connection
BGP defines two types of inter-AS connections:

Physical connection
An AS shares a physical network with another AS, and this
network is connected to at least one border router from each AS.
Since these two routers share a network, they can forward packets
to each other without requiring any inter-AS or intra-AS routing
protocols. (That is, they require neither an IGP nor an EGP to
communicate.)

BGP connection
A BGP connection means that there is a BGP session between a
pair of BGP speakers, one in each AS. This session is used to
communicate the routes through the physically connected border
routers that can be used for specific networks. BGP requires that
the BGP speakers must be on the same network as the physically
connected border routers so that the BGP session is also
independent of all inter-AS or intra-AS routing protocols. The BGP
speakers do not need to be border routers, and vice versa.

Note: The term BGP connection can be used to refer to a
session between two BGP speakers in the same AS.

Traffic type
BGP categorizes traffic in an AS as one of two types:

6 This keepalive message is implemented in the application layer, and is independent of the keepalive message available in many
TCP implementations.
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local Local traffic is traffic that either originates in or terminates in that
AS. That is, either the source or the destination IP address is in
the AS.

transit Transit traffic is all non-local traffic.
One of the goals of BGP is to minimize the amount of transit traffic.

AS type
An AS is categorized as one of three types:

stub A stub AS has a single inter-AS connection to one other AS. A
stub AS only carries local traffic.

multihomed
A multihomed AS has connections to more than one other AS but
refuses to carry transit traffic.

transit A transit AS has connections to more than one other AS and
carries both and local transit traffic. The AS may impose policy
restrictions on what transit traffic will be carried.

AS number
A 16-bit number uniquely identifying an AS. This is the same AS number
used by EGP.

AS path
A list of all of the AS numbers traversed by a route when exchanging routing
information. Rather than exchanging simple metric counts, BGP
communicates entire paths to its neighbors.

Routing policy
A set of rules constraining routing to conform to the wishes of the authority
that administers the AS. Routing policies are not defined in the BGP protocol,
but are selected by the AS authority and presented to BGP in the form of
implementation-specific configuration data. Routing policies can be selected
by the AS authority in whatever way that authority sees fit. For example:

¢ A multihomed AS can refuse to act as a transit AS. It does this by not
advertising routes to networks other than those directly connected to it.

e A multihomed AS can limit itself to being a transit AS for a restricted set
of adjacent ASs. It does this by advertising its routing information to this
set only.

e An AS can select which outbound AS should be used for carrying transit
traffic.

An AS can also apply performance-related criteria when selecting outbound
paths:

e An AS can optimize traffic to use short AS paths rather than long ones.

e An AS can select transit routes according to the service quality of the
intermediate hops. This service quality information could be obtained
using mechanisms external to BGP.

It can be seen from the definitions above that a stub AS or a multihomed AS has
the same topological properties as an AS in the ARPANET architecture. That is, it
never acts as an intermediate AS in an inter-AS route. In the ARPANET
architecture, EGP was sufficient for such an AS to exchange reachability
information with its neighbors, and this remains true with BGP. Therefore, a stub
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AS or a multihomed AS can continue to use EGP (or any other suitable protocol) to
operate with a transit AS. However, RFC 1772 recommends that BGP is used
instead of EGP for these types of AS because it provides an advantage in
bandwidth and performance. Additionally, in a multihomed AS, BGP is more likely
to provide an optimum inter-AS route than EGP, since EGP only addresses
reachability and not distance.

3.4.2.1 Path Selection

Each BGP speaker must evaluate different paths to a destination from the border
router(s) for an AS connection, select the best one that complies with the routing
policies in force and then advertise that route to all of its BGP neighbors at that AS
connection.

BGP is a vector-distance protocol but, unlike traditional vector-distance protocols
such as RIP where there is a single metric, BGP determines a preference order by
applying a function mapping each path to a preference value and selects the path
with the highest value. The function applied is generated by the BGP
implementation according to configuration information. However, BGP does not
keep a cost metric to any path which is sometimes thought of as a shortcoming, but
there is no mechanism in place for BGP to collect a uniform cost for paths across
the multitude of today's service provider networks.

Where there are multiple viable paths to a destination, BGP maintains all of them
but only advertises the one with the highest preference value. This approach
allows a quick change to an alternate path should the primary path fail.

3.4.2.2 Routing Policies
RFC 1772 includes a recommended set of policies for all implementations:

e A BGP implementation should be able to control which routes it announces.
The granularity of this control should be at least at the network level for the
announced routes and at the AS level for the recipients. For example, BGP
should allow a policy of announcing a route to a specific network to a specific
adjacent AS. Care must be taken when a BGP speaker selects a new route
that cannot be announced to a paticular external peer, while the previously
selected route was announced to that peer. Specifically, the local system must
explicitly indicate to the peer that the previous route is now infeasible.

e BGP should allow a weighting policy for paths. Each AS can be assigned a
weight and the preferred path to a destination is then the one with the lowest
aggregate weight.

e BGP should allow a policy of excluding an AS from all possible paths. This can
be done with a variant of the previous policy; each AS to be excluded is given
an infinite weight and the route selection process refuses to consider paths of
infinite weight.
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Figure 96. BGP Process and Routing Policies

See Figure 96 regarding the BGP process and routing policies:

1. Routing updates are received from other BGP routers.

2. Input policy engine filters routes and performs attribute manipulation.
3. Decision process decides what routes the BGP router will use.
4

. Output policy engine filters routes and performs attribute manipulation for
routes to be advertised.

5. Routing updates are advertised to other BGP routers.

3.4.2.3 AS Consistency

BGP requires that a transit AS present the same view to every AS using its
services. If the AS has multiple BGP speakers, they must agree on two aspects of
topology: intra-AS and inter-AS. Since BGP does not deal with intra-AS routing at
all, a consistent view of intra-AS topology must be provided by the interior routing
protocol(s) employed in the AS. Naturally, a protocol such as OSPF (see 3.3.4,
“Open Shortest Path First (OSPF)” on page 112) that implements synchronization
of router databases lends itself well to this role. Consistency of the external
topology may be provided by all BGP speakers in the AS having BGP sessions
with each other, but BGP does not require that this method be used, only that
consistency be maintained.

3.4.2.4 Routing Information Exchange

BGP only advertises routes that it uses itself to its neighbors. That is, BGP
conforms to the normal Internet hop-by-hop paradigm, even though it has additional
information in the form of AS paths and theoretically could be capable of informing
a neighbor of a route it would not use itself.

When two BGP speakers form a BGP session, they begin by exchanging their
entire routing tables. Routing information is exchanged via UPDATE messages
(see below for the format of these messages). Since the routing information
contains the complete AS path to each listed destination in the form of a list of AS
numbers in addition to the usual reachability and next hop information used in
traditional vector distance protocols, it can be used to suppress routing loops and to
eliminate the counting-to-infinity problem found in RIP. After BGP neighbors have
performed their initial exchange of their complete routing databases, they only
exchange updates to that information.
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3.4.2.5 Protocol Description

BGP runs over a reliable transport layer connection between neighbor routers. BGP
relies on the transport connection for fragmentation, retransmission,
acknowledgement and sequencing. It assumes that the transport connection will
close in an orderly fashion, delivering all data, in the event of an error notification.

Practical implementations of BGP use TCP as the transport mechanism.
Therefore, BGP protocol data units are contained within TCP packets. Connections
to the BGP service on a router use TCP port 179.
The BGP protocol comprises four main stages:
e Opening and confirming a BGP connection with a neighbor router
¢ Maintaining the BGP connection
e Sending reachability information

Notification of error conditions

--— Open —

ASXO -<«+— Keep Alive —
50 ) e |- s

-«— Notificaton | —#
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Figure 97. BGP Messages Flow between BGP Speakers

Opening and Confirming a BGP Connection: BGP communication between two
routers commences with the TCP transport protocol connection being established.

Once the connection has been established, each router sends an open message to
its neighbor.

The BGP open message, like all BGP messages, consists of a standard header
plus packet-type specific contents. The standard header consists of a 16-octet
maker field, which is set to all ones when the autentication code is 0, the length of
the total BGP packet, and a type field that specifies the packet to be one of four
possible types:

1. OPEN’

2. UPDATE

3. NOTIFICATION
4. KEEPALIVE

The format of the BGP header is shown in Figure 98 on page 142.

7 RFC 1771 uses uppercase to name BGP messages, so we do the same in this section.
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Number of Octets

16 Marker Setto '1s’

2 Length 1 = Open
2 = Update

1 Type —\ 3 = Notification
4 = Keep Alive
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Figure 98. BGP Message Header

The open message defines the originating router's AS number, its BGP router
identifier and the hold time for the connection. If no keepalive, update or
notification messages are received for a period of hold time, the originating router
assumes an error, sends a notification message, and closes the connection.

The open message also provides an optional parameter length and optional
parameters. These fields may be used to authenticate a BGP peer.

The format of the open message is shown in Figure 99.

Number of Octets

19 Common Header Type=1
1 Version

2 AS Number of Transmitter

2 Hold Time

4 BGP Identifier

1 Optional Parameter Length

12 Optional Parameters
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Figure 99. BGP Open Message

An acceptable open message is acknowledged by a keepalive message. Once
neighbor routers have sent keepalive messages in response to opens, they can
proceed to exchange further keepalives, notifications and updates.

Maintaining the BGP Connection: BGP messages must be exchanged
periodically between neighbors. If no messages have been received for the period
of the hold timer calculated by using the smaller of its configured hold time and the
hold time received in the OPEN message, then an error on the connection is
assumed.

BGP uses keepalive messages to maintain the connection between neighbors.
Keepalive messages consist of the BGP packet header only, with no data. The
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RFC recommends that the hold time timer is 90 seconds and keepalive timer is 30
seconds.

Sending Reachability Information: Reachability information is exchanged
between BGP neighbors in update messages.

An update message is used to advertise a single feasible route to a peer, or to
withdraw infeasible routes from service. An update may simultaneously advertise a
feasible route and withdraw multiple infeasible routes from service. The following
are the basic blocks of an UPDATE message:

¢ Network Layer Reachability Information (NLRI)
e Path attributes
e Withdrawn routes

The format of these is shown in Figure 100.

Number of Octets

19 Common Header Type =2
2 Unfeasible Route Length
Variable Withdrawn Routes
2 Total Path Attribute Length
Variable Path Attribute
Variable Network Layer
Reachability Information
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Figure 100. BGP Update Message

Network Layer Reachability Information (NLRI): NLRI is the mechanism by
which BGP-4 supports classless routing. NLRI is an variable field indication, in the
form of an IP prefix route, of the networks being advertised. The NLRI is also
represented by the tuple <length,prefix>. A tuple of the form
<14,220.24.106.0>indicates a route to be reachable of the form 220.24.106.0
255.252.0.0 or 220.24.106.0/14 in the CIDR format (see Figure 101 on page 144).
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Figure 101. BGP Exchanging NLRI

Path Attributes:  Each path attribute consists of a triple set of values: attribute
flag, attribute type and attribute value. Three of the attribute flags provide
information about the status of the attribute types, and may be optional or
well-known, transitive or non-transitive and partial or complete.

Attribute flags must be read in conjunction with their associated attribute types.
There are seven attribute types that together define an advertised route:

Origin, which is a well-known mandatory attribute (type code 1), and defines
the origin of the route as an IGP, an EGP or INCOMPLETE (for example a
static route).

AS path is a well-known mandatory attribute (type code 2), and defines the ASs
which must be crossed to reach the network being advertised. It is a sequence
of AS numbers a route has traversed to reach a destination. The AS that
originates the route adds its own AS number when sending the route to its
external BGP peer. Each AS that receives the route and passes it on to other
BGP peer will prepend its own AS number as the last element of the sequence.

Next hop is a well-known mandatory attribute (type code 3), and defines the IP
address of the ASBR that is next hop on the path to the listed destnation(s).

Multi_exit_disc which is an optional non-transitive attribute (type code 4), used
by a BGP speaker's decision process to discriminate among multiple exit points
to a neighboring autonomous system.

Local_pref which is a well-known discretionary attribute (type code 5), and used
by a BGP speaker to inform other BGP speakers in its own autonomous
system of the originating speaker's degree of preference for an advertised
route.

Atomic_aggregate, which is a well-known discretionary attribute (type code 6),
and used by a BGP speaker to inform other BGP speakers that the local
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system selected a less specific route without selecting a more specific route
which is included in it.

e Aggregator, which is an optional transitive attribute (type code 7), and indicates
the last AS number that formed the aggregate route, followed by the IP address
of the BGP speaker that formed the aggregate route.

The format of BGP path attributes is shown in Figure 102.

Number of Octets

O = Optional
[T 1 T = Transitive
1 O| T|P [EL| Reserved [ —{ p = partial
1 Attribute Type EL = Extended Length
lor2 Attribute Length
Variable Attribute Value
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Figure 102. BGP Path Attributes

Withdrawn Routes:  An infeasible route length indicates the total length of the
withdrawn routes field in octets. A value of it equaling 0 indicates that no routes
are being withdrawn from service, and that the Withdrawn Routes field is not
present in this update message.

Withdrawn routes is a variable length field. Updates that are not feasible or that
are no longer in service and need to be withdrawn from BGP routing table. The
withdrawn routes have the same formats as the NLRI. Withdrawn routes are also
represented by the tuple <length,prefix>. A tuple of the form
<15,220.24.106.0>indicates a route to be withdrawn of the form 220.24.106.0
255.254.0.0 or 220.24.106.0/15 in the CIDR format (see Figure 103 on page 146).
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Figure 103. BGP Exchanging Withdraw Routes

Notifying Errors:  Notification messages are sent to a neighbor router when error
conditions are detected. The BGP transport connection is closed immediately after
a notification message has been sent.

Notification messages consist of an error code and an error subcode, which further
qualifies the main error. The format of notification messages is shown in
Figure 104.

Number of Octets

19 Common Header Type =3
1 Error Code
1 Error Subcode
Variable Data
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Figure 104. BGP Notification Message

Error codes that are provided by BGP are as follows:
e Message Header Error
e Open Message Error
e Update Message Error
e Hold Timer Expired
 Finite State Machine Error

e Cease
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A data field is included in the notification message to provide additional diagnostic
information.

3.5 References

For more information on IP routing protocols, please see the following RFCs:

RFC 904 — Exterior Gateway Protocol Formal Specification
RFC 1058 — Routing Information Protocol

RFC 1245 — OSPF Protocol Analysis

RFC 1246 — Experience with the OSPF Protocol

RFC 1721 — RIP Version 2 Protocol Analysis

RFC 1722 — RIP Version 2 Protocol Applicability Statement
RFC 1723 — RIP Version 2 — Carrying Additional Information
RFC 1724 — RIP Version 2 MIB Extension

RFC 1771 — A Border Gateway Protocol 4 (BGP-4)

RFC 1772 — Application of the Border Gateway Protocol in the Internet
RFC 1812 — Requirements for IP Version 4 Routers

RFC 1850 — OSPF Version 2: Management Information Base
RFC 2080 — RIPng for IPv6

RFC 2328 — OSPF Version 2
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Chapter 4. Application Protocols

The highest level protocols are called application protocols. They communicate
with applications on other hosts and are the user-visible interface to the TCP/IP
protocol suite.

4.1 Characteristics of Applications
All of the higher level protocols have some characteristics in common:

e They can be user-written applications or applications standardized and shipped
with the TCP/IP product. Indeed, the TCP/IP protocol suite includes application
protocols such as:

— TELNET for interactive terminal access to remote hosts.
— FTP (file transfer protocol) for high-speed disk-to-disk file transfers.
— SMTP (simple mail transfer protocol) as an Internet mailing system.

These are the most widely implemented application protocols, but a lot of
others exist. Each particular TCP/IP implementation will include a more or less
restricted set of application protocols.

e They use either UDP or TCP as a transport mechanism. Remember that UDP
(see 2.7, “User Datagram Protocol (UDP)” on page 75) is unreliable and offers
no flow-control, so in this case the application has to provide its own error
recovery and flow-control routines. It is often easier to build applications on top
of TCP (see 2.8, “Transmission Control Protocol (TCP)” on page 78), a reliable,
connection-oriented protocol. Most application protocols will use TCP, but
there are applications built on UDP to provide better performance through
reduced protocol overhead.

¢ Most of them use the client/server model of interaction.

4.1.1 Client/Server Model

TCP is a peer-to-peer, connection-oriented protocol. There are no master/slave
relations. The applications, however, use a client/server model for communications.

A server is an application that offers a service to users; a client is a requester of a
service. An application consists of both a server and a client part, which can run
on the same or on different systems.

Users usually invoke the client part of the application, which builds a request for a
particular service and sends it to the server part of the application using TCP/IP as
a transport vehicle.

The server is a program that receives a request, performs the required service and
sends back the results in a reply. A server can usually deal with multiple requests
(multiple clients) at the same time.
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Figure 105. The Client/Server Model of Applications

Some servers wait for requests at a well-known port (see 2.6, “Ports and Sockets”
on page 73) so that their clients know to which IP socket they must direct their
requests. The client uses an arbitrary port for its communication. Clients that wish
to communicate with a server that does not use a well-known port must have
another mechanism for learning to which port they must address their requests.
This mechanism might employ a registration service such as Portmap, which uses
a well-known port.

The next sections discuss the most widely used application protocols.

4.2 Domain Name System (DNS)

The Domain Name System is a standard protocol with STD number 13. Its status
is recommended. 1t is described in RFC 1034 and RFC 1035. This section
explains the implementation of the Domain Name System, and the implementation
of name servers.

The early internet configurations required users to use only numeric IP addresses.
Very quickly, this evolved to the use of symbolic host names. For example, instead
of typing TELNET 128.12.7.14 one could type TELNET eduvm9, and eduvm9 is then
translated in some way to the IP address 128.12.7.14. This introduces the problem
of maintaining the mappings between IP addresses and high-level machine names
in a coordinated and centralized way.

Initially, host names to address mappings were maintained by the Network
Information Center (NIC) in a single file (HOSTS.TXT), which was fetched by all
hosts using FTP. This is called a flat namespace.

Due to the explosive growth in the number of hosts, this mechanism became too
cumbersome (consider the work involved in the addition of just one host to the
Internet) and was replaced by a new concept: Domain Name System. Hosts can
continue to use a local flat namespace (the HOSTS.LOCAL file) instead of or in
addition to the Domain Name System, but outside small networks, the Domain
Name System is practically essential. The Domain Name System allows a program
running on a host to perform the mapping of a high-level symbolic name to an IP
address for any other host without the need for every host to have a complete
database of host names.
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4.2.1 The Hierarchical Namespace

Consider the internal structure of a large organization. As the chief executive
cannot do everything, the organization will probably be partitioned into divisions,
each of them having autonomy within certain limits. Specifically, the executive in
charge of a division has authority to make direct decisions, without permission from
his or her chief executive.

Domain names are formed in a similar way, and will often reflect the hierarchical
delegation of authority used to assign them. For example, consider the name:

small.itso.raleigh.ibm.com

Here, itso.raleigh.ibm.com is the lowest level domain name, a subdomain of
raleigh.ibm.com, which again is a subdomain of ibm.com, a subdomain of com. We
can also represent this naming concept by a hierarchical tree (see Figure 106).

(root)

mil edu gov com
Pentagon DARPA mit yale NSF Whitehouse ibm
raleigh watson

itso

Figure 106. DNS - Hierarchical Namespace

The complete structure is explained in the following sections.

4.2.2 Fully Qualified Domain Names (FQDNS)

When using the Domain Name System, it is common to work with only a part of the
domain hierarchy, for example, the ral.ibom.com domain. The Domain Name
System provides a simple method of minimizing the typing necessary in this
circumstance. If a domain name ends in a dot (for example,
wtscpok.itsc.pok.ibm.com.), it is assumed to be complete. This is termed a fully
qualified domain ame (FQDN) or an absolute domain name. However, if it does
not end in a dot (for example, wtscpok.itsc), it is incomplete and the DNS resolver
(see below) may complete this, for example, by appending a suffix such as
.pok.ibm.com to the domain name. The rules for doing this are
implementation-dependent and locally configurable.
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4.2.3 Generic Domains

The three-character top-level names are called the generic domains or the
organizational domains. Table 4 shows some of the top-level domains of today's
Internet domain namespace.

Table 4. DNS - Some Top-Level Internet Domains

Domain Name Meaning

com Commercial organizations

edu Educational institutions

gov Government institutions

int International organizations

mil U.S. Military

net Major network support centers

org Non-profit organizations

country code ISO standard 2-letter identifier for country-specific
domains

Since the Internet began in the United States, the organization of the hierarchical
namespace initially had only U.S. organizations at the top of the hierarchy, and it is
still largely true that the generic part of the namespace contains US organizations.
However, only the .gov and .mil domains are restricted to the US.

At the time of writing, the U.S. Department Of Commerce - National
Telecommunications and Information Administration is looking for a different
organization for .us domains. As a result of this, it has been decided to change the
status of the Internet Assigned Numbers Authority (IANA), which will no longer be
funded and run by the U.S. Government. A new non-profit organization with an
international Board of Directors will be funded by domain registries instead. On the
other hand, there are some other organizations that have already begun to register
new top-level domains. For current information see the IANA Web site at the URL
below:

http://www.iana.org

4.2.4 Country Domains

152

There are also top-level domains named for the each of the ISO 3166 international
2-character country codes (from ae for the United Arab Emirates to zw for
Zimbabwe). These are called the country domains or the geographical domains.
Many countries have their own second-level domains underneath which parallel the
generic top-level domains. For example, in the United Kingdom, the domains
equivalent to the generic domains .com and .edu are .co.uk and .ac.uk (ac is an
abbreviation for academic). There is a .us top-level domain, which is organized
geographically by state (for example, .ny.us refers to the state of New York). See
RFC 1480 for a detailed description of the .us domain.

TCP/IP Tutorial and Technical Overview



4.2.5 Mapping Domain Names to IP Addresses

The mapping of names to addresses consists of independent, cooperative systems
called name servers. A name server is a server program that holds a master or a
copy of a name-to-address mapping database, or otherwise points to a server that
does, and that answers requests from the client software, called a name resolver.

Conceptually, all Internet domain servers are arranged in a tree structure that
corresponds to the naming hierarchy in Figure 106 on page 151. Each leaf
represents a name server that handles names for a single subdomain. Links in the
conceptual tree do not indicate physical connections. Instead, they show which
other name server a given server can contact.

4.2.6 Mapping IP Addresses to Domain Names — Pointer Queries

The Domain Name System provides for a mapping of symbolic names to IP
addresses and vice versa. While it is a simple matter in principle to search the
database for an IP address given its symbolic name because of the hierarchical
structure, the reverse process cannot follow the hierarchy. Therefore, there is
another namespace for the reverse mapping. It is found in the domain in-addr.arpa
(arpa because the Internet was originally the ARPAnet).

Because IP addresses are normally written in dotted decimal format, there is one
layer of domains for each hierarchy. However, because domain names have the
least-significant parts of the name first but dotted decimal format has the most
significant bytes first, the dotted decimal address is shown in reverse order. For
example, the domain in the domain name system corresponding to the IP address
129.34.139.30 is 30.139.34.129.in-addr.arpa. Given an IP address, the Domain
Name System can be used to find the matching host name. A domain name query
to find the host names associated with an IP address is called a pointer query.

4.2.7 The Distributed Name Space

The Domain Name System uses the concept of a distributed name space.
Symbolic names are grouped into zones of authority, or more commonly zones. In
each of these zones, one or more hosts has the task of maintaining a database of
symbolic names and IP addresses and providing a server function for clients who
wish to translate between symbolic names and IP addresses. These local name
servers are then (through the internetwork on which they are connected) logically
interconnected into a hierarchical tree of domains. Each zone contains a part or a
subtree of the hierarchical tree and the names within the zone are administered
independently of names in other zones. Authority over zones is vested in the name
servers.

Normally, the name servers that have authority for a zone will have domain names
belonging to that zone, but this is not required. Where a domain contains a subtree
that falls in a different zone, the name server(s) with authority over the superior
domain are said to delegate authority to the name server(s) with authority over the
subdomain. Name servers can also delegate authority to themselves; in this case,
the domain name space is still divided into zones moving down the domain name
tree, but authority for two zones is held by the same server. The division of the
domain name space into zones is accomplished using resource records stored in
the Domain Name System.
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4.2.8 Domain Name Resolution
The domain name resolution process can be summarized in the following steps:

1. A user program issues a request such as the gethostbyname() sockets call.
(This particular call is used to ask for the IP address of a host by passing the
hostname.)

2. The resolver formulates a query to the name server. (Full resolvers have a
local name cache to consult first, stub resolvers do not.)

3. The name server checks to see if the answer is in its local authoritative
database or cache, and if so, returns it to the client. Otherwise, it will query
other available name server(s), starting down from the root of the DNS tree or
as high up the tree as possible.

4. The user program will finally be given a corresponding IP address (or host
name, depending on the query) or an error if the query could not be answered.
Normally, the program will not be given a list of all the name servers that have
been consulted to process the query.

The query/reply messages are transported by either UDP or TCP.

Domain name resolution is a client/server process. The client function (called the
resolver or name resolver) is transparent to the user and is called by an application
to resolve symbolic high-level names into real IP addresses or vice versa. The
name server (also called a domain name server) is a server application providing
the translation between high-level machine names and the IP addresses.

4.2.8.1 Domain Name Full Resolver

Figure 107 shows a program called a full resolver, which is a program distinct from
the user program, which forwards all queries to a hame server for processing.
Responses are cached by the name server for future use, and often by the name

server.
Database
user t c
query query a
User —_— Full ——— | Name
-+—» | C
Program | «— Resolver | «— Server h
user response e
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Cache
Foreign
Name
Server
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Figure 107. DNS - Using a Full Resolver for Domain Name Resolution
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4.2.8.2 Domain Name Stub Resolver

Figure 108 shows a stub resolver, a routine linked with the user program, which
forwards the queries to a name server for processing. Responses are cached by
the name server but not usually by the resolver although this is
implementation-dependent. On UNIX, the stub resolver is implemented by two
library routines: gethostbyname() and gethostbyaddr() for converting host names to
IP addresses and vice versa. Other platforms have the same or equivalent
routines. Stub resolvers are much more common than full resolvers.

Database

User t
Program

uer
query Name

Stub <«— Server

T

Foreign
Name
Server

O T0 o (O

Resolver response
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Figure 108. DNS - Using a Stub Resolver for Domain Name Resolution

4.2.8.3 Domain Name Resolver Operation

Domain name queries can be one of two types: recursive or iterative (also termed
non-recursive). A flag bit in the domain name query specifies whether the client
desires a recursive query and a flag bit in the response specifies whether the
server supports recursive queries. The difference between a recursive and an
iterative query arises when the server receives a request for which it cannot supply
a complete answer by itself. A recursive query requests that the server should
issue a query itself to determine the requested information and return the complete
answer to the client. An iterative query means that the name server should return
what information it has available and also a list of additional servers for the client to
contact to complete the query.

Domain name responses can be one of two types: authoritative and
non-authoritative. A flag bit in the response indicates which type a response is.
When a name server receives a query for a domain in a zone over which it has
authority, it returns all of the requested information in a response with the
authoritative answer flag set. When it receives a query for a domain over which it
does not have authority, its actions depend upon the setting of the recursion
desired flag in the query.

 |If the recursion desired flag is set and the server supports recursive queries, it
will direct its query to another name server. This will either be a name server
with authority for the domain given in the query, or it will be one of the root
name servers. If the second server does not return an authoritative answer (for
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example, if it has delegated authority to another server), the process is
repeated.

When a server (or a full resolver program) receives a response, it will cache it
to improve the performance of repeat queries. The cache entry is stored for a
maximum length of time specified by the originator in a 32-bit time-to-live (TTL)
field contained in the response. 172,800 seconds (two days) is a typical TTL
value.

 |f the recursion desired flag is not set or the server does not support recursive
queries, it will return whatever information it has in its cache and also a list of
additional name servers to be contacted for authoritative information.

4.2.8.4 Domain Name Server Operation
Each name server has authority for zero or more zones. There are three types of
name servers:

Primary
A primary name server loads a zone's information from disk, and has
authority over the zone.

Secondary
A secondary name server has authority for a zone, but obtains its zone
information from a primary server using a process called zone transfer. To
remain synchronized, the secondary name servers query the primary on a
regular basis (typically every three hours) and re-execute the zone transfer if
the primary has been updated.

A name server can operate as a primary or a secondary name server for multiple
domains, or a primary for some domains and as a secondary for others. A primary
or secondary name server performs all of the functions of a caching only name
server.

Caching-only
A name server that does not have authority for any zone is called a
caching-only name server. A caching-only name server obtains all of its data
from primary or secondary name servers as required. It requires at least one
NS record to point to a hame server from which it can initially obtain
information.

When a domain is registered with the root and a separate zone of authority
established, the following rules apply:

e The domain must be registered with the root administrator.

e There must be an identified administrator for the domain.

e There must be at least two name servers with authority for the zone that are
accessible from outside and inside the domain to ensure no single point of
failure.

It is also recommended that name servers that delegate authority also apply these

rules, since the delegating name servers are responsible for the behavior of name
servers under their authority.
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4.2.9 Domain Name System Resource Records

The Domain Name System's distributed database is composed of resource records
(RRs) which are divided into classes for different kinds of networks. We only
discuss the Internet class of records. Resource records provide a mapping
between domain names and network objects. The most common network objects
are the addresses of Internet hosts, but the Domain Name System is designed to
accommodate a wide range of different objects.

The start of a zone, marked by a Start of Authority (SOA) record, is closer to the
root of the tree than the end. A Name Server Record (NS) marks the end of a zone
started by an SOA record and points to a name server having authority for the next
zone. At the root, there can be no higher name servers to delegate authority.
Authority for the zone encompassing the root of the name space is vested in a set
of root name servers.®

As a result of this scheme:

¢ Rather than having a central server for the database, the work that is involved
in maintaining this database is off-loaded to hosts throughout the name space.

e Authority for creating and changing symbolic host names and responsibility for
maintaining a database for them is delegated to the organization owning the
zone (within the name space) containing those host names.

e From the user's standpoint, there is a single database that deals with these
address resolutions. The user may be aware that the database is distributed,
but generally need not be concerned about this.

Note: Although domains within the namespace will frequently map in a logical
fashion to networks and subnets within the IP addressing scheme, this is
not a requirement of the Domain Name System. Consider a router between
two subnets. It has two IP addresses, one for each network adapter, but it
would not normally have two symbolic names.

The general format of a resource record is:

Name | TTL | Class | Type Rdata

Figure 109. DNS - General Resource Record Format

where:

name
Is the domain name to be defined. The Domain Name System is very
general in its rules for the composition of domain names. However, it
recommends a syntax for domain names which will minimize the likelihood of
applications that use a DNS resolver (that is, nearly all TCP/IP applications)
from misinterpreting a domain name. A domain name adhering to this
recommended syntax will consist of a series of labels consisting of
alphanumeric characters or hyphens, each label having a length of between 1
and 63 characters, starting with an alphabetic character. Each pair of labels

8 At the time of writing there were thirteen root servers. The current list is available by anonymous FTP from ftp.rs.internic.net in the
file netinfo/root-servers.txt.
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is separated by a dot (period) in human readable form, but not in the form
used within DNS messages. Domain names are not case-sensitive.

ttl

Is the time-to-live (TTL) time in seconds that this resource record will be valid
in a name server cache. This is stored in the DNS as an unsigned 32-bit
value. 86400 (one day) is a typical value for records pointing to IP

addresses.

class

Identifies the protocol family. The only commonly used value is:

IN The Internet system

type

Identifies the type of the resource in this resource record.

The different types are described in detail in RFCs 1034, 1035 and 1706.
Each type has a name and a value. Commonly used types include:

Type Value Meaning

A 1
CNAME 5
HINFO 13
MX 15
NS 2
PTR 12
SOA 6
WKS 11
Rdata

A host address.

Canonical name of an alias; specifies an alias name for a
host.

The CPU and OS used by the host; this is only a comment
field.

A mail exchange for the domain; specifies a domain name
for a mailbox. This is used by SMTP (see 4.7.2, “SMTP
and the Domain Name System” on page 191 for more
information).

The authoritative name server for a domain.

A pointer to another part of the domain name space.

The start of a zone of authority in the domain name space.
Well-known services; specifies that certain services (for
instance SMTP) are expected to be always active on this
host.

The value depends on the type, for example:
A A 32-bit IP address (if the class is IN)
CNAME A domain name

MX A 16-bit preference value (low values being preferred) followed by
a domain name

NS A host name

PTR A domain name

Please refer to 7.3, “Dynamic Domain Name System” on page 414 for additional

resource record types.
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4.2.10 Domain Name System Messages

All messages in the Domain Name System protocol use a single format. This
format is shown in Figure 110. This frame is sent by the resolver to the name
server. Only the header and the question section are used to form the query.
Replies and/or forwarding of the query use the same frame, but with more sections
filled in (the answer/authority/additional sections).

0 8 16 31
Identification Parameters
QDcount ANcount
NScount ARcount

Question Section

/1 )
/! / Answer Section /| |
/! / Authority Section /| |
} / Additional Information Section } /

3376\3376FDO5

Figure 110. DNS - DNS Message Format

4.2.10.1 Header Format
The header section is always present and has a fixed length of 12 bytes. The
other sections are of variable length.

ID A 16-bit identifier assigned by the program. This identifier is copied in
the corresponding reply from the name server and can be used for
differentiation of responses when multiple queries are outstanding at the
same time.

Parameters
A 16-bit value in the following format:

01 2 3 45 6 7 8 9 10 11 12 13 14 15

QR| Opcode |AA|TC|RD|RA zero Rcode

3376a\3376FDO4

Figure 111. Header Format: Parameters

OR Flag identifying a query (0) or a response(1)

Op code
4-bit field specifying the kind of query:

0 standard query (QUERY)
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QODcount

ANcount

NScount

ARcount

4.2.10.2

AA

ic

RD

RA

1 inverse query (IQUERY)
2 server status request (STATUS)
Other values are reserved for future use

Authoritative answer flag. If set in a response, this flag specifies
that the responding name server is an authority for the domain
name sent in the query.

Truncation flag. Set if message was longer than permitted on the
physical channel.

Recursion desired flag. This bit signals to the name server that
recursive resolution is asked for. The bit is copied to the response.

Recursion available flag. Indicates whether the name server
supports recursive resolution.

zero

3 bits reserved for future use. Must be zero.

Rcode

4-bit response code. Possible values are:

0 No error.

1 Format error. The server was unable to interpret the message.

2 Server failure. The message was not processed because of a
problem with the server.

3 Name error. The domain name in the query does not exist. This
is only valid if the AA bit is set in the response.

4 Not implemented. The requested type of query is not
implemented by name server.

5 Refused. The server refuses to respond for policy reasons.

Other values are reserved for future use.

An unsigned 16-bit integer specifying the number of entries in the
question section.

An unsigned 16-bit integer specifying the number of RRs in the answer
section.

An unsigned 16-bit integer specifying the number of name server RRs in
the authority section.

An unsigned 16-bit integer specifying the number of RRs in the
additional records section.

Question Section
The next section contains the queries for the name server. It contains QDcount
(usually 1) entries, each in the format shown in Figure 112.
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0 8 16 24 31

length label 1. ..

.. .labeln 00

type class

3376\3376FDO6

Figure 112. DNS - Question Format. All of the fields are byte-aligned. The alignment of
the Type field on a 4-byte boundary is for example purposes and is not required by the
format.

length A single byte giving the length of the next label.

label One element of the domain name characters (for example ibm from
ral.ibm.com). The domain name referred to by the question is stored as
a series of these variable length labels, each preceded by a 1-byte
length.

00 X'00' indicates the end of the domain name and represents the null
label of the root domain.

Type 2 bytes specifying the type of query. It can have any value from the
Type field in a resource record.

Class 2 bytes specifying the class of the query. For Internet queries, this will
be IN.

For example, the domain name raleigh.ibm.com would be encoded with the
following fields:

X'o7'

"raleigh"

X'03'

Il.ibmll

X'03'

Ilcomll

X'00'

Thus the entry in the question section for raleigh.ibm.com would require 21 bytes:

17 to store the domain name and 2 each for the Qtype and Qclass fields.

4.2.10.3 Answer, Authority and Additional Resource Sections

These three sections contain a variable number of resource records. The number
is specified in the corresponding field of the header. The resource records are in
the format shown in Figure 113.
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length label . . .
/1 Il
.. .label 00
type class
TTL
RDlength
[ Rdata /|/
| |
3376\3376FDO8

Figure 113. DNS - Answer Record Entry Format. All of the fields are byte-aligned. The
alignment of the Type field on a 4-byte boundary is for example purposes and is not required
by the format.

Where the fields before the TTL field have the same meanings as for a question
entry and:

TTL A 32-bit time-to-live value in seconds for the record. This defines how
long it can be regarded as valid.

RDlength A 16-bit length for the Rdata field.

Rdata A variable length string whose interpretation depends on the Type field.

4.2.10.4 Message Compression

In order to reduce the message size, a compression scheme is used to eliminate
the repetition of domain names in the various RRs. Any duplicate domain name or
list of labels is replaced with a pointer to the previous occurrence. The pointer has
the form of a 2-byte field:

1|1| offset

» The first 2 bits distinguish the pointer from a normal label, which is restricted to
a 63-byte length plus the length byte ahead of it (which has a value of <64).

» The offset field specifies an offset from the start of the message. A zero offset
specifies the first byte of the ID field in the header.

e |If compression is used in an Rdata field of an answer, authority or additional
section of the message, the preceding RDlength field contains the real length
after compression is done.

Please refer to 7.3, “Dynamic Domain Name System” on page 414 for additional
message formats.
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4.2.11 A Simple Scenario

Consider a stand-alone network (no outside connections), consisting of two physical
networks: one has an internet network address 129.112, the other has a network
address 194.33.7, interconnected by an IP gateway (VM2).

Figure 114. DNS - A Simple Configuration. Two networks connected through an IP

gateway.

Let us assign the name server function to VM1. Remember that the domain
hierarchical tree forms a logical tree, completely independent of the physical

configuration. In this simple scenario, there is only one level in the domain tree.

Let's give this configuration the domain name test.example.

The zone data for the name server will then be as shown in Figure 115.
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;note: an SOA record has no TTL field

forigin test.example. ;note 1
@ IN SOA VM1l.test.example. ADM.VMl.test.example.
(870611 ;serial number for data
1800 ;secondary refreshes every 30 mn
300 ;secondary reties every 5 mn
604800 ;data expire after 1 week
86400) sminimum TTL for data is 1 week
@ 99999 IN NS VMl.test.example. ;note 2
VM1 99999 IN A 129.112.1.1 ;hote 3
99999 IN WKS 129.112.1.1 TCP (SMTP ;hote 4
FTP
TELNET
NAMESRV)

RT1 99999 IN A 129.112.1.2
IN HINFO IBM RT/PC-AIX ;hote 5
RT2 99999 IN A 129.112.1.3
IN HINFO IBM RT/PC-AIX
PC1 99999 IN A 129.112.1.11
PC2 99999 IN A 194.33.7.2
PC3 99999 IN A 194.33.7.3

;VM2 is an IP gateway and has 2 different IP addresses
VM2 99999 IN A 129.112.1.4

99999 IN A 194.33.7.1

99999 IN WKS  129.112.1.4 TCP (SMTP FTP)

IN HINFO IBM-3090-VM/CMS

4.1.112.129.in-addr.arpa. IN PTR VM2 ;note 6
;Some mailboxes
central 10 IN MX VM2.test.example. snote 7 and 8

;a second definition for the same mailbox, in case VM2 is down

central 20 IN MX VMl.test.example.
waste 10 IN MX VM2.test.example.

Figure 115. DNS - Zone Data for the Name Server

Notes:

1 The $origin statement sets the @ variable to the zone name
(test.example.). Domain names that do not end with a period are suffixed
with the zone name. Fully qualified domain names (those ending with a
period) are unaffected by the zone name.

2 Defines the name server for this zone.
3 Defines the Internet address of the name server for this zone.

4 Specifies well-known services for this host. These are expected to always
be available.

5 Gives information about the host.
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6 Used for inverse mapping queries (see 4.2.6, “Mapping IP Addresses to
Domain Names — Pointer Queries” on page 153).

7 Will allow mail to be addressed to user@central.test.example.

8 See 4.7.2, “SMTP and the Domain Name System” on page 191 for the
use of these definitions.

4.2.12 Extended Scenario

Consider the case where a connection is made to a third network (129.113), which
has an existing name server with authority for that zone.

VM9 MVS3
— | 129.113
VM2
PC7
194.33.7
o 194.33.7
3376a\3376FDOB

Figure 116. DNS - Extended Configuration. A third network is connected to the existing
configuration.

Let us suppose that the domain name of the other network is tt.ibm.com and that
its name server is located in VM9.

All we have to do is add the address of this name server to our own name server
database, and to reference the other network by its own name server. The following
two lines are all that is needed to do that:

tt.ibm.com. 99999 IN NS VM9.tt.ibm.com.
VM9.tt.ibm.com. 99999 1IN A 129.113.1.9

This simply indicates that VM9 is the authority for the new network, and that all
gueries for that network will be directed to that name server.

4.2.13 Transport

Domain Name System messages are transmitted either as datagrams (UDP) or via
stream connection (TCP).

UDP usage: Server port 53 (decimal).

Messages carried by UDP are restricted to 512 bytes. Longer messages are
truncated and the TC bit is set in the header. Since UDP frames can be lost, a
retransmission strategy is required.

TCP usage: Server port 53 (decimal).

In this case, the message is preceded by a 2-byte field indicating the total message
frame length.

STD 3 — Host Requirements requires that:
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e A Domain Name System resolver or server that is sending a non-zone-transfer
query must send a UDP query first. If the answer section of the response is
truncated and if the requester supports TCP, it should try the query again using
TCP. UDP is preferred over TCP for queries because UDP queries have much
lower overhead, and the use of UDP is essential for a heavily loaded server.
Truncation of messages is rarely a problem given the current contents of the
Domain Name System database, since typically 15 response records can be
accommodated in the datagram, but this may change as new record types are
added to the Domain Name System.

e TCP must be used for zone transfer activities because the 512-byte limit for a
UDP datagram will always be inadequate for a zone transfer.

¢ Name servers must support both types of transport.

4.2.13.1 Dynamic DNS (DDNS)

The Dynamic Domain Name System (DDNS) is a protocol that defines extensions
to the Domain Name System to enable DNS servers to accept requests to add,
update and delete entries in the DNS database dynamically. Because DDNS offers
a functional superset to existing DNS servers, a DDNS server can serve both static
and dynamic domains at the same time, a welcome feature for migration and
overall DNS design.

DDNS is currently available in a non-secure and a secure flavor, defined in RFC
2136 and RFC 2137, respectively. Rather than allowing any host to update its
DNS records, the secure version of DDNS uses public key security and digital
signatures to authenticate update requests from DDNS hosts. IBM, for instance,
has fully implemented secure DDNS on its OS/2 Warp Server, AlIX, OS/390 and
AS/400 platforms as well as on Windows NT.

Without client authentication, another host could impersonate an unsuspecting host
by remapping the address entry for the unsuspecting host to that of its own. Once
the remapping occurs, important data, such as logon passwords and mail intended
for the host would unfortunately be sent to the impersonating host instead.

Please see also 7.3, “Dynamic Domain Name System” on page 414 for more
information on how DDNS works together with DHCP to perform seamless updates
of reverse DNS mapping entries and see 6.4, “DNS in IPv6” on page 386 for more
information about DNS with IPv6.

4.2.14 DNS Applications
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Three common utilities for querying name servers are provided with many DNS
implementations:

host Obtains an IP address associated with a host name or a host name
associated with an IP address.

nslookup Allows you to locate information about network nodes, examine the
contents of a name server database and establish the accessibility of
name servers.

dig Allows you to exercise name servers, gather large volumes of domain
name information and execute simple domain name queries. DIG
stands for Domain Internet Groper.
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4.2.15 References

The following RFCs define the Domain Name System standard and the information
kept in the system:

* RFC 1032 — Domain Administrator's Guide

e RFC 1033 — Domain Administrator Operations Guide

* RFC 1034 — Domain Names — Concepts and Facilities

e RFC 1035 — Domain Names — Implementation and Specification
e RFC 1101 — DNS Encoding of Networks Names and Other Types
e RFC 1183 — New DNS RR Definitions

e RFC 1480 — The US Domain

e RFC 1591 — Domain Name System Structure and Delegation

e RFC 1706 — DNS NSAP Resource Records

4.3 TELNET

TELNET is a standard protocol with STD number 8. Its status is recommended. It
is described in RFC 854 TELNET Protocol Specifications and RFC 855 TELNET
Option Specifications.

The TELNET protocol provides a standardized interface, through which a program
on one host (the TELNET client) can access the resources of another host (the
TELNET server) as though the client were a local terminal connected to the server.

For example, a user on a workstation on a LAN may connect to a host attached to
the LAN as though the workstation were a terminal attached directly to the host. Of
course, TELNET can be used across WANs as well as LANSs.

Workstation — Terminal
Remote Host Local
Login Login
LAN
3376a\3376FDOC

Figure 117. TELNET - Remote Login Using TELNET

Most TELNET implementations do not provide you with graphics capabilities.

4.3.1 TELNET Operation
TELNET protocol is based on three ideas:

1. The Network Virtual Terminal (NVT) concept. An NVT is an imaginary device
having a basic structure common to a wide range of real terminals. Each host
maps its own terminal characteristics to those of an NVT, and assumes that
every other host will do the same.

2. A symmetric view of terminals and processes.

3. Negotiation of terminal options. The principle of negotiated options is used by
the TELNET protocol, because many hosts wish to provide additional services,

Chapter 4. Application Protocols 167



beyond those available with the NVT. Various options may be negotiated.
Server and client use a set of conventions to establish the operational
characteristics of their TELNET connection via the “DO, DON'T, WILL, WON'T”
mechanism discussed later in this chapter.

The two hosts begin by verifying their mutual understanding. Once this initial
negotiation is complete, they are capable of working on the minimum level
implemented by the NVT. After this minimum understanding is achieved, they can
negotiate additional options to extend the capabilities of the NVT to reflect more
accurately the capabilities of the real hardware in use. Because of the symmetric
model used by TELNET, both the host and the client may propose additional
options to be used.

Host A Host B
NVT = Negotiations l:NVT
TELNET TELNET
TCP/IP TCP/IP
Operating System |_ J Operating System
3376a\3376FDOD

Figure 118. TELNET - The Symmetric TELNET Model

4.3.1.1 Network Virtual Terminal

The NVT has a printer (or display) and a keyboard. The keyboard produces
outgoing data, which is sent over the TELNET connection. The printer receives the
incoming data. The basic characteristics of an NVT, unless they are modified by
mutually agreed options are:

e The data representation is 7-bit ASCII transmitted in 8-bit bytes.
¢ The NVT is a half-duplex device operating in a line-buffered mode.
e The NVT provides a local echo function.

All of these can be negotiated by the two hosts. For example, a local echo is
preferred because of the lower network load and superior performance but there is
an option for using a remote echo, although no host is required to use it.

168 TCP/IP Tutorial and Technical Overview



Keyboard
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Figure 119. TELNET - Echo Option

An NVT printer has an unspecified carriage width and page length. It can handle
printable ASCII characters (ASCII code 32 to 126) and understands some ASCII
control characters such as:

Command ASCII Action

NULL (NUL) 0 No Operation.

Line Feed (LF) 10 Moves the printer to the next print line, keeping the same
horizontal position.

Carriage Return 13 Moves the printer to the left margin.

(CR)

BELL (BEL) 7 Produces an audible or visible signal.

Back Space (BS) 8 Moves the print head one character position toward the left
margin.

Horizontal Tab 9 Moves the printer to the next horizontal tab stop.

(HT)

Vertical Tab (VT) 11 Moves the printer to the next vertical tab stop.

Form Feed (FF) 12 Moves the printer to the top of the next page, keeping the

same horizontal position.

4.3.1.2 TELNET Options

There is an extensive set of TELNET options, and the reader should consult STD 1
— Official Internet Protocol Standards for the standardization state and status for
each of them. At the time of writing, the following options were defined:

Table 5 (Page 1 of 2). TELNET Options

Num | Name State RFC | STD
0 Binary Transmission Standard 856 27
1 Echo Standard 857 28
3 Suppress Go Ahead Standard 858 29
5 Status Standard 859 30
6 Timing Mark Standard 860 31
255 Extended-Options-List Standard 861 32
34 Linemode Draft 1184

2 Reconnection Proposed

4 Approx Message Size Negotiation Proposed
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Table 5 (Page 2 of 2). TELNET Options

Num | Name State RFC | STD
7 Remote Controlled Trans and Echo Proposed 726
8 Output Line Width Proposed

9 Output Page Size Proposed

10 Output Carriage-Return Disposition Proposed 652
11 Output Horizontal Tabstops Proposed 653
12 Output Horizontal Tab Disposition Proposed 654
13 Output Formfeed Disposition Proposed 655
14 Output Vertical Tabstops Proposed 656
15 Output Vertical Tab Disposition Proposed 657
16 Output Linefeed Disposition Proposed 658
17 Extended ASCII Proposed 698
18 Logout Proposed 727
19 Byte Macro Proposed 735
20 Data Entry Terminal Proposed 1043
21 SUPDUP Proposed 736
22 SUPDUP Output Proposed 749
23 Send Location Proposed 779
24 Terminal Type Proposed 1091
25 End of Record Proposed 885
26 TACACS User Identification Proposed 927
27 Output Marking Proposed 933
28 Terminal Location Number Proposed 946
29 TELNET 3270 Regime Proposed 1041
30 X.3 PAD Proposed 1053
31 Negotiate About Window Size Proposed 1073
32 Terminal Speed Proposed 1079
33 Remote Flow Control Proposed 1372
35 X Display Location Proposed 1096
39 TELNET Environment Option Proposed 1572
40 TN3270 Enhancements Proposed 1647
37 TELNET Authentication Option Experimental 1416
41 Telnet XAUTH Experimental

42 Telnet CHARSET Experimental 2066
43 Telnet Remote Serial Port Experimental

44 Telnet Com Port Control Experimental 2217

All of the standard options have a status of recommended and the remainder have
a status of elective. There is a historic version of the TELNET Environment Option
which is not recommended; it is TELNET option 36 and was defined in RFC 1408.
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Full-Screen Capability:  Full-screen TELNET is possible provided the client and
server have compatible full-screen capabilities. For example, VM and MVS provide
a TN3270-capable server. To use this facility, a TELNET client must support
TN3270.

4.3.1.3 TELNET Command Structure

The communication between client and server is handled with internal commands,
which are not accessible by users. All internal TELNET commands consist of 2 or
3-byte sequences, depending on the command type.

The Interpret As Command (IAC) character is followed by a command code. If this
command deals with option negotiation, the command will have a third byte to show
the code for the referenced option.

Interpret Command Option
as Negotiated
Command Code
byte 1 byte 2 byte 3
Sample:
255 253 24
LTerminal Type
WILL
IAC
3376a\3376FDOF

Figure 120. TELNET - Internal TELNET Command Structure. This command proposes
negotiation about terminal type.

Command name Code Comments

SE 240 End of sub-negotiation parameters.

NOP 241 No operation.

Data Mark 242 The data stream portion of a synch. This should always be
accompanied by a TCP urgent notification.

Break 243 NVT character BRK.

Go ahead 249 The GA signal.

SB 250 Indicates that what follows is sub-negotiation of the option
indicated by the immediately following code.

WILL 251 Shows the desire to use, or confirmation that you are now
using, the option indicated by the code immediately
following.

WON'T 252 Shows the refusal to use, or to continue to use, the option
indicated by the code immediately following.

DO 253 Requests that the other party uses, or confirms that you are

expecting the other party to use, the option indicated by the
code immediately following.

DON'T 254 Demands that the other party stop using, or confirms that
you are no longer expecting the other party to use, the
option indicated by the code immediately following.

IAC 255 Interpret As Command. Indicates that what follows is a
TELNET command, not data.

Chapter 4. Application Protocols 171



4.3.1.4 Option Negotiation

Using internal commands, TELNET in each host is able to negotiate options. The
starting base of negotiation is the NVT capability: each host to be connected must
agree to this minimum. Every option can be negotiated by the use of the four
command codes WILL, WON'T, DO, DON'T described above.

In addition, some options have sub-options: if both parties agree to the option, they
use the SB and SE commands to manage the sub-negotiation. Here is a simplified
example of how option negotiation works.

Send Reply Meaning

DO transmit binary WILL transmit binary

DO window size WILL window size Can we negotiate window
size?

SB Window Size 0 80 0 24 Specify window size.

SE
DO terminal type WILL terminal type Can we negotiate terminal
type?
SB terminal type Send me your terminal
SE characteristics.
SB terminal type
IBM-3278-2 My terminal is a 3278-2.
SE
DO echo WON'T echo

The terminal types are defined in STD 2 — Assigned Numbers.

4.3.1.5 TELNET Basic Commands

The primary goal of the TELNET protocol is the provision of a standard interface for
hosts over a network. To allow the connection to start, the TELNET protocol
defines a standard representation for some functions:

P Interrupt Process
AO Abort Output
AYT Are You There
EC Erase Character
EL Erase Line

SYNCH  Synchronize

4.3.2 Terminal Emulation (Telnet 3270)
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Telnet may be used to make a TCP/IP connection to an SNA host. However, telnet
3270 is used to provide 3270 telnet emulation (TN3270). The following differences
between traditional telnet and 3270 terminal emulation make it necessary for
additional telnet options specifically for TN3270 to be defined:

e 3270 terminal emulation uses block mode rather than line mode.

e 3270 terminal emulation uses the EBCDIC character set rather than the ASCII
character set.

e 3270 terminal emulation uses special key functions such as ATTN and
SYSREQ.
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The TN3270 connection over telnet is accomplished by the negotiation of the
following three different telnet options;

1. Terminal Type
2. Binary Transmission
3. End of Record

A TN3270 server must support these characteristics during initial client/server
session negotiations. Binary transmission and end of record options can be sent in
any order during the TN3270 negotiation. Please note that TN3270 does not use
any additional option during the TN3270 negotiation; it uses normal telnet options.
After a TN3270 connection is established, additional options can be used. These
options are TELNET-REGIME, SUPPRESS-GO-AHEAD, ECHO and
TIMING-MARK.

Terminal type option is a string that specifies the terminal type for the host such as
IBM 3278-3. The -3 following 3278 indicates the use of an alternate screen size
other than the standard screen size which is 24x80. Binary transmission telnet
option states that the connection will be other than initial mode which is NVT. If the
client or server want to switch to NVT mode, they should send a command that
disables binary option. A 3270 data stream consists of a command and related
data. Since the length of the data associated with the command may vary, every
command and its related data must be separated with the IAC EOR sequence. For
this purpose, the EOR telnet option is used during the negotiation.

Other important issues for a TN3270 connection are the correct handling of the
ATTN and SYSREQ functions. The 3270 ATTN key is used in SNA environments
to interrupt the current process. The 3270 SYSREQ key is used in SNA
environments to terminate the session without closing the connection. However,
SYSREQ and ATTN commands cannot be sent directly to the TN3270 server over
a telnet connection. Most of the TN3270 server implementations convert the
BREAK command to an ATTN request to the host via the SNA network. On the
client side, a key or combination of keys are mapped to BREAK for this purpose.
For the SYSREQ key, either a telnet Interrupt Process command can be sent or a
SYSREQ command can be sent imbedded into a TN3270 data stream. Similarly,
on the client side, a key or combination of keys are mapped for SYSREQ.

There are some functions that cannot be handled by traditional TN3270. Some of
these issues are;
1. TN3270 does not support 328x types of printers.
2. TN3270 cannot handle SNA BIND information.
3. There is no support for the SNA positive/negative reponse process.
4. The 3270 ATTN and SYSREQ keys are not supported by all implementations.
5

. TN3270 cannot define telnet sessions into SNA device names.

4.3.3 TN3270 Enhancements (TN3270E)

The 3270 structured field allows non-3270 data to be carried in 3270 data.
Therefore, it is possible to send graphics, IPDS printer data streams and others.
The structured field consists of a structured field command and one or more blocks
following the command. However, not every TN3270 client can support all types of
data. In order for clients to be able to support any of these functions, the supported
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range of data types should be determined when the telnet connection is
established. This process requires additions to TN3270. To overcome the
shortcomings of traditional TN3270, TN3270 extended attributes are defined.
Please refer to RFC 2355 for detailed information about TN3270 enhancements
(TN3270E).

In order to use the extended attributes of TN3270E, both the client and server
should support TN3270E. If either side does not support TN3270E, traditional
TN3270 can be used. Once both sides have agreed to use TN3270E, they begin
to negotiate the subset of TN3270E options. These options are device-type and a
set of supported 3270 functions which are:

e Printer data stream type
e Device status information
e The passing of BIND information from server to client

» Positive/negative response exchanges

4.3.3.1 Device-Type Negotiation

Device-type names are NVT ASCII strings and all uppercase. When the TN3270E
server issues the DEVICE-TYPE SEND command to the client, the server replies
with a device type, a device name or a resource name followed by the
DEVICE-TYPE REQUEST command. The device-types are:

Table 6. TN3270E Device-Types - Terminals

Terminal Terminal-E Screen Size
IBM-3278-2 IBM-3278-2-E 24 row x 80 col display
IBM-3278-3 IBM-3278-3-E 32 row x 80 col display
IBM-3278-4 IBM-3278-4-E 43 row x 80 col display
IBM-3278-5 IBM-3278-5-E 27 row x 132 col display

IBM-DYNAMIC n/a n/a

Table 7. TN3270E Device-Types - Printers

Printer

IBM-3287-1

Since the 3278 and 3287 are commonly used devices, device-types are restricted
to 3278 and 3287 terminal and printer types to simplify the negotiation. This does
not mean that other types of devices cannot be used. Simply, the device-type
negotiation determines the generic characteristic of the 3270 device that will be
used. More advanced functions of 3270 data stream supported by the client are
determined by the combination of read partition query and query reply.

The -E suffix indicates the use of extended attributes such as partition, graphics,
extended colors and alternate character sets. If the client and the server have
agreed to use extended attributes and negotiated on a device with the -E suffix,
IBM-DYNAMIC device or printer, both sides must be able to handle the 3270
structured field. The structured field also allows 3270 telnet clients to issue specific
3270 data stream to host applications that the client is capable of using.

From the point of TN3270E client, it is not always possible or easy to know device
names available on the network. The TN3270E server should assign the proper
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device to the client. This is accomplished by using a device pool that is defined on
the TN3270E server. Basically, these device pools contain SNA network devices
such as terminals and printers. In other words, The TN3270E implementation
maps TN3270 sessions to specific SNA logical unit (LU) names thus effectively
turning them into SNA devices. The device pool not only defines SNA network
devices but also provides some other important functions for a TN3270E session.
Some of these are:

* |t is possible to assign one or more printers to a specific terminal device.

» |t is possible to assign a group of devices to a specific organization.

¢ A pool can be defined that has access to only certain types of applications on
the host.

The TN3270E client can issue CONNECT or ASSOCIATE commands to connect or
associate the sessions to certain types of resources. However, this resource must
not conflict with the definition on the server and the device-type determined during
the negotiation.

4.3.4 References
Please refer to the following RFCs for more information on telnet:

e RFC 854 — TELNET Protocol Specifications
e RFC 855 — TELNET Option Specifications.
e RFC 2355 — TN3270 Enhancements

4.4 File Transfer Protocol (FTP)

FTP is a standard protocol with STD Number 9. Its status is recommended. It is
described in RFC 959 File Transfer Protocol (FTP) and updated in RFC 2228 FTP
Security Extensions.

Copying files from one machine to another is one of the most frequently used
operations. The data transfer between client and server can be in either direction.
The client can send a file to the server machine. It can also request a file from this
server.

To access remote files, the user must identify himself or herself to the server. At
this point the server is responsible for authenticating the client before it allows the
file transfer.

From an FTP user's point of view, the link is connection-oriented. In other words, it
is necessary to have both hosts up and running TCP/IP to establish a file transfer.

4.4.1 Overview of FTP

FTP uses TCP as a transport protocol to provide reliable end-to-end connections.
The FTP server listens to connections on port 20 and 21. Two connections are
used: the first is for login and follows the TELNET protocol and the second is for
managing the data transfer. As it is necessary to log into the remote host, the user
must have a user name and a password to access files and directories. The user
who initiates the connection assumes the client function, while the server function is
provided by the remote host.
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On both sides of the link the FTP application is built with a protocol interpreter (PI),
a data transfer process (DTP), and a user interface (see Figure 121 on page 176).

The user interface communicates with the protocol interpreter, which is in charge of
the control connection. This protocol interpreter has to communicate the necessary
information to its own file system.

On the opposite side of the link, the protocol interpreter, besides its function of
responding to the TELNET protocol, has to initiate the data connection. During the
file transfer, the data management is performed by DTPs. After a user's request is
completed, the server's PI has to close the control connection.

USER | -— FTP

User

Interface

Pl Contrql Pl

User Connection Server
File || DIP |=—_ Datat_ —»| DTP |<=—s]| File
System User onnection Server System

Client System Server System

3376a\3376FDOH

Figure 121. FTP - FTP Principle

4.4.2 FTP Operations

176

When using FTP, the user will perform some or all of the following operations:
e Connect to a remote host
» Select a directory
e List files available for transfer
e Define the transfer mode
e Copy files to or from the remote host

¢ Disconnect from the remote host

4.4.2.1 Connecting to a Remote Host

To execute a file transfer, the user begins by logging into the remote host. This is
the primary method of handling the security. The user must have a user ID and
password for the remote host, unless using anonymous FTP which is described in
4.4.6, “Anonymous FTP” on page 180.

There are four commands that are used:

Open Selects the remote host and initiates the login session
User Identifies the remote user ID
Pass Authenticates the user
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Site Sends information to the foreign host that is used to provide services
specific to that host

4.4.2.2 Selecting a Directory

When the control link is established, the user can use the cd (change directory)
subcommand to select a remote directory to work with. Obviously, the user can
only access directories for which the remote user ID has the appropriate
authorization. The user can select a local directory with the lcd (local change
directory) command. The syntax of theses commands depends upon the operating
system in use.

4.4.2.3 Listing Files Available for Transfer
This task is performed using the dir or Is subcommands.

4.4.2.4 Specifying the Transfer Mode

Transferring data between dissimilar systems often requires transformations of the
data as part of the transfer process. The user has to decide on two aspects of the
data handling:

e The way the bits will be moved from one place to another

» The different representations of data upon the system's architecture

This is controlled using two subcommands:

Mode Specifies whether the file is to be treated as having a record structure in
a byte stream format.

Block Logical record boundaries of the file are preserved.

Stream  The file is treated as a byte stream. This is the default, and
provides more efficient transfer but may not produce the
desired results when working with a record-based file system.

Type Specifies the character sets used for the data.

ASCIl Indicates that both hosts are ASCIl-based, or that if one is
ASCIlI-based and the other is EBCDIC-based, that
ASCII-EBCDIC translation should be performed.

EBCDIC Indicates that both hosts use an EBCDIC data
representation.

Image Indicates that data is to be treated as contiguous bits packed
in 8-bit bytes.

Because these subcommands do not cover all possible differences between
systems, the SITE subcommand is available to issue implementation-dependent
commands.

4.4.2.5 Transferring Files
The following commands can be used to copy files between FTP clients and
servers:

Get Copies a file from the remote host to the local host.

Mget Copies multiple files from the remote to the local host.

Put Copies a file from the local host to the remote host.

Mput Copies multiple files from the local host to the remote host.
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4.4.2.6 Using Passive Mode

Passive mode reverses the direction of data transfer, so that the FTP server on the
remote host selects a port and informs the FTP client program which port to use
when the client connects to the server on the remote host. Since, passive mode
allows the FTP server to create a port for the connection, it will be relatively easy to
ensure that no dangerous service goes on a given port. This approach makes it
easier to configure filtering rules for firewalls. Therefore, this mode is also referred
to as firewall-friendly mode. Please see 5.3.4.2, “An Example: FTP Proxy Server”
on page 286 for more detail about FTP proxy server and passive mode.

4.4.2.7 Using Proxy Transfer

Proxy transfer allows the clients that have slow a connection to use a third-party
transfer between two remote servers. A client that is connected to a server opens
an FTP connection to another server using that server by issuing the proxy open
command. For example, client A wants to download a file from server B but the
connection is slow. In this case, client A can first connect to server C and then
issue the proxy open server_B command to log into server B. Client A sends proxy
get file_name to transfer the file from server B to server C.

4.4.2.8 Terminating the Transfer Session
The following commands are used to end an FTP session:

Quit Disconnects from the remote host and terminates FTP. Some
implementations use the BYE subcommand.

Close Disconnects from the remote host but leaves the FTP client running. An
open command can be issued to work with a new host.

4.4.3 Reply Codes

In order to manage these operations, the client and server conduct a dialog using
the TELNET convention. The client issues commands, and the server responds
with reply codes. The responses also include comments for the benefit of the user,
but the client program uses only the codes.

Reply codes are three digits long, with the first digit being the most significant.

Table 8. FTP Reply Codes. The second and third digits provide more details about the

response.
Reply code Description
1xx Positive preliminary reply.
2XX Positive completion reply.
3xx Positive intermediate reply.
4xx Transient negative completion reply.
B5Xx Permanent negative completion reply.

Example: For each user command, shown like this, the FTP server responds
with a message beginning with a 3-digit reply code, shown like this:

FTP foreignhost
220 service ready
USERNAME cms01

331 user name okay
PASSWORD xyxyx

230 user Togged in
TYPE Image

200 command okay
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4.4.4 FTP Scenario

A LAN user has to transfer a file from a workstation to a system running VM. The
file has to be transferred from the workstation's disk drive to the minidisk 191
owned by CMS user cms01. There is no Resource Access Control Facility (RACF)
installed. The symbolic name corresponding to an Internet address is
host01.itsc.raleigh.ibm.com.

Figure 122. FTP - FTP Scenario

FTP Client FTP Server
TCP/IP foreignhost : host01
USER VM/IS user ID : cms01
Disk password : cmspw
TCP/IP
Disk-=
Data ‘
h Ethernet LAN -
1) Login to remote host FTP host01
LOGIN cms01

2) Open a directory

4) Define the file to be
transferred

5) End of operation

4.4.5 A Sample FTP Session

Figure 123 on page 180 illustrates an FTP session as seen from an FTP client

program:

3) Define a transfer mode l

PASSWORD cmspw

CD cms01 191

PW pw191

SENDSITE

SITE FIXrecfm 80

PUT fileO1l.tst fileO1.tst
QUIT 3376a\3376FDOI
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[C:\SAMPLES] ftp host0l.itsc.raleigh.ibm.com

Connected to host0l.itsc.raleigh.ibm.com.

220 host@1 FTP server (Version 4.1 Sat Nov 23 12:52:09 CST 1991) ready.
Name (rs60002): cms01

331 Password required for cmsO1.

Password: xxxxxx

230 User cms01 logged in.

ftp> put file0l.tst file@l.tst

200 PORT command successful.

150 Opening data connection for fileOl.tst (1252 bytes).
226 Transfer complete.

local: fileOl.tst remote: fileOl.tst

1285 bytes received in 0.062 seconds (20 Kbytes/s)

ftp> close

221 Goodbye.

ftp> quit

Figure 123. FTP - A Sample FTP Session

4.4.6 Anonymous FTP

Many TCP/IP sites implement what is known as anonymous FTP, which means that
these sites allow public access to some file directories. The remote user only
needs to use the login name anonymous and password guest or some other
common password conventions, for example the user's Internet e-mail ID. The
password convention used on a system is explained to the user during the login
process.

4.4.7 Remote Job Entry Using FTP

The FTP server on MVS allows sending job control language (JCL) to the internal
reader. With this feature a kind of remote job entry (RJE) for TCP/IP can be
implemented. It uses the site filetype=jes subcommand to indicate that the file sent
is not really a file but a job. The FTP server on MVS then transfers the job to the
job entry system (JES) for spooling and execution. The individual spool files can
be received with the get subcommand of FTP.

4.5 Trivial File Transfer Protocol (TFTP)

The TFTP protocol is a standard protocol with STD number 33. Its status is
elective and it is described in RFC 1350 The TFTP Protocol (Revision 2). Updates
to TFTP can be found in the following RFCs: 1785, 2347, 2348, and 2349.

TCP/IP file transfer is a disk-to-disk data transfer, as opposed to, for example, the
VM SENDFILE command, a function that is considered in the TCP/IP world as a
mailing function, where you send out the data to someone's mailbox (reader in the
case of VM).

TFTP is an extremely simple protocol to transfer files. It is implemented on top of

UDP (User Datagram Protocol). The TFTP client initially sends read/write request

via port 69, then the server and the client determines the port that they will use for
the rest of the connection. TFTP lacks most of the features of FTP (see 4.4, “File

Transfer Protocol (FTP)” on page 175). The only thing it can do is read/write a file
from/to a server.
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Note: TFTP has no provisions for user authentication; in that respect, it is an
unsecure protocol.

4.5.1 TFTP Usage

The command TFTP <hostname> takes you to the interactive prompt where you
can enter subcommands, such as the following:

Connect <host>
Specify destination host ID

Mode <ascii/binary>
Specify the type of transfer mode

Get <remote filename> [<local filename>]
Retrieve a file

Put <remote filename> [<local filename>]

Store a file

Verbose
Toggle verbose mode, which displays additional information during file
transfer, on or off

Quit

Exit TFTP

For a full list of these commands, see the user's guide of your particular TFTP
implementation.

4.5.2 Protocol Description

Any transfer begins with a request to read or write a file. If the server grants the
request, the connection is opened and the file is sent in blocks of 512 bytes (fixed
length). Blocks of the file are numbered consecutively, starting at 1. Each data
packet must be acknowledged by an acknowledgment packet before the next one
can be sent. Termination of the transfer is assumed on a data packet of less than
512 bytes.

Almost all errors will cause termination of the connection (lack of reliability). If a
packet gets lost in the network, a timeout will occur, after which a retransmission of
the last packet (data or acknowledgment) will take place.

There was a serious bug, known as the Sorcerer's Apprentice Syndrome, in RFC
783. It may cause excessive retransmission by both sides in some network delay
scenarios. It was documented in RFC 1123 and was corrected in RFC 1350.
OACK packet was added to the TFTP packets as an extension. This is described
in RFC 2347. For details, please refer to the RFCs.

4.5.2.1 TFTP Packets
There are six types of packets:

Opcode Operation

Read Request (RRQ)

Write Request (WRQ)

Data (DATA)

Acknowledgment (ACK)

Error (ERROR)

Option Acknowledgment (OACK)

SO NWN R
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The TFTP header contains the opcode associated with the packet.

2 bytes string 1 byte string 1 byte

Opcode Filename 0 Mode 0

RRQ/WRQ Packet
2 bytes 2 bytes up to 512 bytes of data

Opcode Block# Data

Data Packet

2 bytes 2 bytes
Opcode Block#
ACK Packet
2 bytes 2 bytes string 1 byte
Opcode Block# ErrMsg 0

ERROR Packet

/7 /I /1 /1
Opcode | optl [ O | valuel | O | optN [ O | valueN | O
/] / / /I
OACK Packet
3376a\3376FDOG

Figure 124. TFTP - TFTP Packets

4.5.2.2 Data Modes
Three modes of transfer are currently defined in RFC 1350:

NetASCIl US-ASCII as defined in USA Standard Code for Information Interchange
with modifications specified in RFC 854 Telnet Protocol Specification
and extended to use the high order bit. That is, it is an 8-bit character
set, unlike US-ASCII, which is 7-bit.

Octet Raw 8-bit bytes, also called binary.

Mail This mode was originally defined in RFC 783 and was declared obsolete
by RFC 1350. It allowed for sending mail to a user rather than
transferring to a file.

The mode used is indicated in the Request for Read/Write packet (RRQ/WRQ).

4.5.3 TFTP Multicast Option

This option allows multiple clients to get files simultaneously from the server using
the multicast packets. As an example, when two similar machines are remotely
booted, they can retrieve the same config file simultaneously by adding the
multicast option to the TFTP option set. TFTP Multicast Option is described in RFC
2090.

Here is the TFTP read request packet, which is modified to include the multicast
option.

182 TCP/IP Tutorial and Technical Overview



\\ \\
Opcode=1 | Filename| O Mode | O Multicost 0OfoO
\\\ \\

3376B\3376FDOP

Figure 125. TFTP - Read Request Packet with Multicast Option

If the server accepts the multicast, it sends an Option Acknowledgment (OACK)
packet to the server including the multicast option. This packet (OACK) consists of
the multicast address and a flag that specifies whether the client should send
acknowledgments (ACK).

4.5.4 Security Issue
Since TFTP does not have any authentication mechanism, the server should
protect the host files. Generally, TFTP servers does not allow write access and
only allow read access to public directories. Some server implementations also
have a host access list.

4.6 Remote Execution Command Protocol (REXEC and RSH)

Remote EXEcution Command Daemon (REXECD) is a server that allows execution
of the REXEC or Remote Shell Protocol (RSH) command from a remote host over
the TCP/IP network. The client function is performed by the REXEC process.

4.6.1 Principle of Operation
REXECD is a server (or daemon). It handles commands issued by foreign hosts,
and transfers orders to slave virtual machines for job execution. The daemon
performs automatic login, and user authentication when user ID and password are
entered.

The REXEC command is used to define user ID, password, host address, and the
process to be started on the remote host. On the other hand, RSH does not require
you to send a username and password; it uses a host access file instead. Both
server and client are linked over the TCP/IP network. REXEC uses TCP port 512
and RSH uses TCP port 514.
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User/Pin List

TCP/IP Network

A Auth.
= Process
Server
User * > Process
(512) Process
REXEC | = >
REXECD
> = Start
RSHD =
RSH |== > -
(514) =
Local Host Remote Host - ||
= End
Y Auth.
——|Host Access List
3376a\3376FDOJ

Figure 126. REXEC - REXECD Principle

4.7 Simple Mail Transfer Protocol (SMTP)

Electronic mail (e-mail) is probably the most widely used TCP/IP application. The
basic Internet mail protocols provide mail (note) and message exchange between
TCP/IP hosts; facilities have been added for the transmission of data that cannot be
represented as 7-bit ASCII text.

There are three standard protocols that apply to mail of this kind. Each is
recommended. The term SMTP is frequently used to refer to the combined set of
protocols, since they are so closely inter-related, but strictly speaking SMTP is just
one of the three. Normally, it is evident from the context which of the three
protocols is being referred to. Whenever some doubt might exist, we refer to the
STD or RFC numbers to avoid ambiguity. The three standards are:

e A standard for exchange of mail between two computers (STD 10/RFC 821),
which specifies the protocol used to send mail between TCP/IP hosts. This
standard is SMTP itself.

e A standard (STD 11) on the format of the mail messages, contained in two
RFCs. RFC 822 describes the syntax of mail header fields and defines a set of
header fields and their interpretation. RFC 1049 describes how a set of
document types other than plain text ASCII can be used in the mail body (the
documents themselves are 7-bit ASCII containing imbedded formatting
information: PostScript, Scribe, SGML, TEX, TROFF and DVI are all listed in
the standard).

The official protocol name for this standard is MAIL.
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e A standard for the routing of mail using the Domain Name System, described in
RFC 974. The official protocol name for this standard is DNS-MX.

The STD 10/RFC 821 dictates that data sent via SMTP is 7-bit ASCII data, with the
high-order bit cleared to zero. This is adequate in most instances for the
transmission of English text messages, but is inadequate for non-English text or
non-textual data. There are two approaches to overcoming these limitations:

e Multipurpose Internet Mail Extensions (MIME), defined in RFCs 2045 to 2049,
which specifies a mechanism for encoding text and binary data as 7-bit ASCII
within the mail envelope defined by RFC 822. MIME is described in 4.8,
“Multipurpose Internet Mail Extensions (MIME)” on page 193.

e SMTP Service Extensions, which define a mechanism to extend the capabilities
of SMTP beyond the limitations imposed by RFC 821. There are three current
RFCs that describe SMTP Service Extensions:

— A standard for a receiver SMTP to inform a sender SMTP which service
extensions it supports (RFC 1869).

RFC 1869 modifies RFC 821 to allow a client SMTP agent to request that
the server respond with a list of the service extensions that it supports at
the start of an SMTP session. If the server SMTP does not support RFC
1869, it will respond with an error and the client can either terminate the
session or attempt to start a session according to the rules of RFC 821. If
the server does support RFC 1869, it can also respond with a list of the
service extensions that it supports. A registry of services is maintained by
IANA. The initial list defined in RFC 1869 contains those commands listed
in RFC 1123 Requirements for Internet Hosts — Application and Support
as optional for SMTP servers.

Other service extensions are defined via RFCs in the usual manner. The
next two RFCs define specific extensions:

— A protocol for 8-bit text transmission (RFC 1652) that allows an SMTP
server to indicate that it can accept data consisting of 8-bit bytes. A server
that reports that this extension is available to a client must leave the high
order bit of bytes received in an SMTP message unchanged if requested to
do so by the client.

The MIME and SMTP Service Extension approaches are complementary
rather than competing standards. In particular, RFC 1652 is titted SMTP
Service Extension for 8-bit-MIMEtransport, since the MIME standard allows
messages to be declared as consisting of 8-bit data rather than 7-bit data.
Such messages cannot be transmitted by SMTP agents that strictly
conform to RFC 821, but can be transmitted when both the client and the
server conform to RFCs 1869 and 1652. Whenever a client SMTP
attempts to send 8-bit data to a server that does not support this extension,
the client SMTP must either encode the message contents into a 7-bit
representation compliant with the MIME standard or return a permanent
error to the user.

This service extension does not permit the sending of arbitrary binary data
because RFC 821 defines the maximum length of a line that an SMTP
server is required to accept as 1000 characters. Non-text data could easily
have sequences of more than 1000 characters without a <CRLF>
sequence.
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Note: The service extension specifically limits the use of non-ASCII
characters (those with values above decimal 127) to message
bodies. They are not permitted in RFC 822 message headers.

— A protocol for message size declaration (RFC 1870) that allows a server to
inform a client of the maximum size message it can accept. Without this
extension, a client can only be informed that a message has exceeded the
maximum size acceptable to the server (either a fixed upper limit or a
temporary limit imposed by a lack of available storage space at the server)
after transmitting the entire message. When this happens, the server
discards the failing message. If both client and server support the
Message Size Declaration extension, the client may declare an estimated
size of the message to be transferred and the server will return an error if
the message is too large.

Each of these SMTP Service Extensions is a draft standard protocol and each
has a status of elective.

4.7.1 How SMTP Works

186

SMTP (that is, STD 11/RFC 821) is based on end-to-end delivery, an SMTP client
will contact the destination host's SMTP server directly to deliver the mail. It will
keep the mail item being transmitted until it has been successfully copied to the
recipient's SMTP. This is different from the store-and-forward principle that is
common in many mailing systems, where the mail item may pass through a number
of intermediate hosts in the same network on its way to the destination and where
successful transmission from the sender only indicates that the mail item has
reached the first intermediate hop.

In various implementations, there is a possibility to exchange mail between the
TCP/IP SMTP mailing system and the locally used mailing systems. These
applications are called mail gateways or mail bridges. Sending mail through a malil
gateway can alter the end-to-end delivery specification, since SMTP will only
guarantee delivery to the mail-gateway host, not to the real destination host, which
is located beyond the TCP/IP network. When a mail gateway is used, the SMTP
end-to-end transmission is host-to-gateway, gateway-to-host or
gateway-to-gateway; the behavior beyond the gateway is not defined by SMTP.
CSNET provides an interesting example of mail gateway service. Started as a
low-cost facility to interconnect scientific and corporate research centers, CSNET
operates a mail gateway service that allows subscribers to send and receive mail
across the Internet using only a dial-up modem. The mail gateway polls the
subscribers at regular times, delivers mail that was addressed to them and picks up
the outgoing mail. Although this is not a direct end-to-end delivery, it has proven to
be a very useful system.

Each message has:

* A header, or envelope, the structure of which is strictly defined by RFC 822.

The mail header is terminated by a null line (that is, a line with nothing
preceding the <CRLF> sequence). However, some implementations (for
example VM, which does not support zero-length records in files) may interpret
this differently and accept a blank line as a terminator.

¢ Contents
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Everything after the null (or blank) line is the message body which is a
sequence of lines containing ASCII characters (that is, characters with a value
less than 128 decimal).

RFC 821 defines a client/server protocol. As usual, the client SMTP is the one that
initiates the session (that is, the sending SMTP) and the server is the one that
responds (the receiving SMTP) to the session request. However, since the client
SMTP frequently acts as a server for a user mailing program, it is often simpler to
refer to the client as the sender SMTP and to the server as the receiver SMTP.

4.7.1.1 Mail Header Format
The user normally doesn't have to worry about the message header, since it is
taken care of by SMTP itself. A short reference is included below for completeness.

RFC 822 contains a complete lexical analysis of the mail header. The syntax is
written in a form known as the augmented Backus-Naur Form (BNF). RFC 822
contains a description of augmented BNF, and many RFCs that are related to RFC
822 use this format. RFC 822 describes how to parse a mail header to a canonical
representation, unfolding continuation lines, deleting insignificant spaces, removing
comments and so on. The syntax is powerful, but relatively difficult to parse. A
basic description is given here, which should be adequate for the reader to interpret
the meaning of simple mail headers that he or she encounters. However, this
description is too great a simplification to understand the details workings of RFC
822 mailers; for a full description, refer to RFC 822.

Briefly, the header is a list of lines, of the form:

field-name: field-value

Fields begin in column 1. Lines beginning with white space characters (SPACE or
TAB) are continuation lines that are unfolded to create a single line for each field in
the canonical representation. Strings enclosed in ASCII quotation marks indicate
single tokens within which special characters such as the colon are not significant.
Many important field values (such as those for the To and From fields) are
mailboxes. The most common forms for these are:

octopus@garden.under.the.sea
The Octopus <octopus@garden.under.the.sea>
"The Octopus" <octopus@garden.under.the.sea>

The string The Octopus is intended for human recipients and is the name of the
mailbox owner. The string octopus@garden.under.the.sea is the machine-readable
address of the mailbox. (The angle brackets are used to delimit the address but
are not part of it.) One can see that this form of addressing is closely related to the
Domain Name System concept. In fact, the client SMTP uses the Domain Name
System to determine the IP address of the destination mailbox.

Some frequently used fields are:

keyword value

to Primary recipients of the message.

cc Secondary (carbon-copy) recipients of the message.

from Identity of sender.

reply-to The mailbox to which responses are to be sent. This field is added

by the originator.
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return-path Address and route back to the originator. This field is added by the
final transport system that delivers the mail.
Subject Summary of the message. This is usually provided by the user.

4.7.1.2 Mail Exchange

The SMTP design is based on the model of communication shown in Figure 127.
As a result of a user mail request, the sender SMTP establishes a two-way
connection with a receiver SMTP. The receiver SMTP can be either the ultimate
destination or an intermediate (mail gateway). The sender SMTP will generate
commands that are replied to by the receiver SMTP.

MTP
User | ™ S . ) ™| User
Senders | Commands/Mail | Receivers
SMTP | — > smTP
File [ Replies ~—| File
System System
3376a\3376FDOM

Figure 127. SMTP - Model for SMTP

SMTP Mail Transaction Flow:  Although mail commands and replies are rigidly
defined, the exchange can easily be followed in Figure 128 on page 189. All
exchanged commands/replies/data are text lines, delimited by a <CRLF>. All
replies have a numeric code at the beginning of the line.

1. The sender SMTP establishes a TCP connection with the destination SMTP
and then waits for the server to send a 220 Service ready message or a 421
Service not available message when the destination is temporarily unable to
proceed.

2. HELO (HELO is an abbreviation for hello) is sent, to which the receiver will
identify himself or herself by sending back its domain name. The sender-SMTP
can use this to verify if it contacted the right destination SMTP.

If the sender SMTP supports SMTP Service Extensions as defined in RFC
1869, it may substitute an EHLO command in place of the HELO command. A
receiver SMTP that does not support service extensions will respond with a 500
Syntax error, command unrecognized message. The sender SMTP should
then retry with HELO, or if it cannot transmit the message without one or more
service extensions, it should send a QUIT message.

If a receiver-SMTP supports service extensions, it responds with a multi-line
250 OK message, which includes a list of service extensions that it supports.

3. The sender now initiates the start of a mail transaction by sending a MAIL
command to the receiver. This command contains the reverse-path which can
be used to report errors. Note that a path can be more than just the user
mailbox@host domain name pair. In addition, it can contain a list of routing
hosts. Examples of this are when we pass a mail bridge, or when we provide
explicit routing information in the destination address. If accepted, the receiver
replies with a 250 OK.

4. The second step of the actual mail exchange consists of providing the server
SMTP with the destinations for the message. There can be more than one
recipient.) This is done by sending one or more RCPT TO:<forward-path>
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commands. Each of them will receive a reply 250 OK if the destination is

known to the server, or a 550 No such user here if it isn't.

5. When all RCPT commands are sent, the sender issues a DATA command to
notify the receiver that the message contents are following. The server replies
with 354 Start mail input, end with <CRLF>.<CRLF>. Note the ending
sequence that the sender should use to terminate the message data.

6. The client now sends the data line by line, ending with the 5-character
sequence <CRLF>.<CRLF> line upon which the receiver acknowledges with a
250 OK or an appropriate error message if anything went wrong.

7. We now have several possible actions:

e The sender has no more messages to send. He or she will end the

connection with a QUIT command, which will be answered with a 221

Service closing transmission channel reply.
* The sender has no more messages to send, but is ready to receive

messages (if any) from the other side. He or she will issue the TURN

command. The two SMTPs now switch their role of sender/receiver and
the sender (previously the receiver) can now send messages by starting
with step 3 above.
¢ The sender has another message to send, and simply goes back to step 3
to send a new MAIL command.

Sender (Client) Receiver (Server)

establishes connection

HELO -esender-domains ———»

MAIL FROM: -ereverse-pathm—

RCPT TO: -forward"pathe——m

<«—— 220 -eserver-domains- service ready
<«+— 220 -=server-domaine- OK
<—250 OK

<«+— 250 OK

DATA:

linel

-+«—— 354 start mail input,
end with «CRLF» . «CRLF»

line2

vy

lastline

-«+—— 221 -sservers- closing connection

Figure 128. SMTP - Normal SMTP Data Flow. One mail message is delivered to one

destination mailbox.

3376a\3376FDON

The SMTP Destination Address (Mailbox Address): Its general form is
local-part@domain-name and can take several forms:

user@host

For a direct destination on the same TCP/IP network.
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user%remote-host@gateway-host
For a user on a non-SMTP destination remote-host, via the
mail gateway gateway-host.

@host-a,@host-b:user@host-c
For a relayed message. This contains explicit routing
information. The message will first be delivered to host-a,
who will resend (relay) the message to host-b. Host-b will
then forward the message to the real destination host-c.
Note that the message is stored on each of the intermediate
hosts, so we don't have an end-to-end delivery in this case.

In the above description, only the most important commands were mentioned. All of
them are commands that must be recognized in each SMTP implementation. Other
commands exist, but most of those are only optional; that is, the RFC standard
does not require them to be implemented everywhere. However, they implement
very interesting functions such as relaying, forwarding, mailing lists, etc.

For a full list of command verbs, see RFC 821 Simple Mail Transfer Protocol and
RFC 1123 Requirements for Internet Hosts — Application and Support. For details
of SMTP service extensions, see RFC 1869 SMTP Service Extensions, RFC 1652
SMTP Service Extension for 8-bit-MIMEtransport and RFC 1870 SMTP Service
Extension for Message Size Declaration.

Example: In the following scenario, user abc at host vm1l.stockholm.ibm.com

sends a note to users xyz, opg and rst at host delta.aus.edu. The lines preceded
by R: are lines sent by the receiver; the S: lines are sent by the sender.
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o)

: 220 delta.aus.edu Simple Mail Transfer Service Ready
: HELO stockholm.ibm.com
: 250 delta.aus.edu

- un

w

: MAIL FROM:<abc@stockholm.ibm.com>
250 0K

)

RCPT TO:<xyz@delta.aus.edu>
250 0K

RCPT TO:<opg@delta.aus.edu>
550 No such user here

RCPT TO:<rst@delta.aus.edu>
250 0K

T »V O W;mITOW;m

DATA

354 Start mail input, end with <CRLF>.<CRLF>
Date: 23 Jan 89 18:05:23

From: Alex B. Carver <abc@stockholm.ibm.com>
Subject: Important meeting

To: <xyz@delta.aus.edu>

To: <opg@delta.aus.edu>

cc: <rst@delta.aus.edu>

Blah blah blah

T D NDWDWDWDLDWDWDWKDW!;V; OWm

250 OK

w

¢ QUIT
R: 221 delta.aus.edu Service closing transmission channel

Figure 129. SMTP - An Example Scenario

Note that the message header is part of the data being transmitted.

4.7.2 SMTP and the Domain Name System

If the network is using the domain concept, an SMTP cannot simply deliver mail
sent to TEST.IBM.COM by opening a TCP connection to TEST.IBM.COM. It must
first query the name server to find out to which host (again a domain name) it
should deliver the message.

For message delivery, the name server stores resource records (RRs) known as
MX RRs. They map a domain name to two values:

» A preference value. As multiple MX resource records may exist for the same
domain name, a preference (priority) is assigned to them. The lowest
preference value corresponds to the most preferred record. This is useful
whenever the most preferred host is unreachable; the sending SMTP then tries
to contact the next (less preferred) host.

e A host name.

It is also possible that the name server responds with an empty list of MX RRs.
This means that the domain name is in the name server's authority, but has no MX
assigned to it. In this case, the sending SMTP may try to establish the connection
with the host name itself.
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An important recommendation is given in RFC 974. It recommends that after
obtaining the MX records, the sending SMTP should query for Well-Known Services
(WKS) records for this host, and should check that the referenced host has SMTP
as a WKS-entry.

Note: This is only an option of the protocol but is already widely implemented.

Here is an example of MX resource records:

fsch.stn.mlv.fr. IN MX @ fsch.stn.mlv.fr.
IN MX 2 psfred.stn.mlv.fr.
IN MX 4 mvs.stn.mlv.fr.
IN WKS  152.9.250.150 TCP (SMTP)

In the above example, mail for fsc5.stn.mlv.fr should by preference, be delivered to
the host itself, but in case the host is unreachable, the mail might also be delivered
to psfred.stn.mlv.fr or to mvs.stn.miv.fr (if psfred.stn.mlv.fr is unreachable, too).

4.7.2.1 Addressing Mailboxes on Server Systems

When a user employs a server system for all mail functions, the mailbox address
seen by other SMTP users refers exclusively to the mail server system. For
example if two OS/2 systems are named:

hayes.itso.ral.ibm.com

and

itsol80.itso.ral.ibm.com

with the first one being used as an UltiMail client and the second as an UltiMail
server, the mailbox address might be:

hayes@itsol80.itso.ral.ibm.com

This mailbox address would appear in the From: header field of all outgoing mail
and in the SMTP commands to remote servers issued by the UltiMail server
system.

When the user uses a POP server, however, the mailbox address on outbound mail
items contains the workstation's hostname (for example,
steve@hayes.itso.ral.ibm.com). In this case, the sender should include a Reply-To:
field in the mail header to indicate that replies should not be sent to the originating
mailbox. For example, the mail header might look like this:

Date: Fri, 10 Feb 95 15:38:23

From: steve@hayes.itso.ral.ibm.com

To: "Steve Hayes" <tsgsh@gfordl.warwick.uk.ibm.com>
Reply-To: hayes@itsol80.itso.ral.ibm.com

Subject: Test Reply-To: header field

The receiving mail agent is expected to send replies to the Reply-To: address and
not the From: address.

Using the Domain Name System to Direct Mail: An alternative approach to
using the Reply-To: header field is to use the Domain Name System to direct mail
to the correct mailbox. The administrator for the domain name server with authority
for the domain containing the user's workstation and the name server can add MX
resource records to the Domain Name System to direct mail appropriately, as
described in 4.7.2, “SMTP and the Domain Name System” on page 191. For
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example, the following MX records indicate to client SMTPs that if the SMTP server
on hayes.itso.ral.ibm.com is not available, there is a mail server on
its0.180.ral.ibm.com (9.24.104.180) that should be used instead.

itsol80.itso.ral.ibm.com. IN WKS 9.24.104.180 TCP (SMTP)

hayes.itso.ral.ibm.com. IN MX 0 hayes.itso.ral.ibm.com.
IN MX 1 itsol80.itso.ral.ibm.com.

4.7.3 References

A detailed description of the SMTP, MAIL and DNS-MX standards can be found in
the following RFCs:

e RFC 821 — Simple Mail Transfer Protocol

* RFC 822 — Standard for the format of ARPA Internet text messages
* RFC 974 — Mail Routing and the Domain System

e RFC 1049 — A Content Type Header Field for Internet messages

e RFC 1652 — SMTP Service Extension for 8-bit-MIMEtransport

4.8 Multipurpose Internet Mail Extensions (MIME)

MIME is a draft-standard protocol. Its status is elective.

Electronic mail (as described in 4.7, “Simple Mail Transfer Protocol (SMTP)” on
page 184) is probably the most widely used TCP/IP application. However, SMTP
(that is, an STD 10/RFC 821-compliant mailing system) is limited to 7-bit ASCII text
with a maximum line length of 1000 characters, which results in a nhumber of
limitations:

e SMTP cannot transmit executable files or other binary objects. There are a
number of ad hoc methods of encapsulating binary items in SMTP mail items,
for example:

— Encoding the file as pure hexadecimal

— The UNIX UUencode and UUdecode utilities that are used to encode binary
data in the UUCP mailing system to overcome the same limitations of 7-bit
transport

— The Andrew Toolkit representation

None of these can be described as a de facto standard. UUencode is perhaps
the most pervasive due to the pioneering role of UNIX systems in the Internet.

e SMTP cannot transmit text data that includes national language characters
since these are represented by code points with a value of 128 (decimal) or
higher in all character sets based on ASCII.

e SMTP servers may reject mail messages over a certain size. Any given server
may have permanent and/or transient limits on the maximum amount of mail
data it can accept from a client at any given time.

e SMTP gateways that translate from ASCII to EBCDIC and vice versa do not
use a consistent set of code page mappings, resulting in translation problems.

e Some SMTP implementations or other mail transport agents (MTAS) in the
Internet do not adhere completely to the SMTP standards defined in RFC 821.
Common problems include:

— Removal of trailing white space characters (TABs and SPACES)
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Padding of all lines in a message to the same length

Wrapping of lines longer than 76 characters

Changing of new line sequences between different conventions. (For
instance <CR> characters may be converted to <CRLF> sequences.)

Conversion of TAB characters to multiple SPACEs.

MIME is a standard that includes mechanisms to solve these problems in a manner
that is highly compatible with existing RFC 822 standards. Because mail messages
are frequently forwarded through mail gateways, it is not possible for an SMTP
client to distinguish between a server that manages the destination mailbox and
one that acts as a gateway to another network. Since mail that passes through a
gateway may be tunnelled through further gateways, some or all of which may be
using a different set of messaging protocols, it is not possible in general for a
sending SMTP to determine the lowest common denominator capability common to
all stages of the route to the destination mailbox. For this reason, MIME assumes
the worst: 7-bit ASCII transport, which may not strictly conform to or be compatible
with RFC 821. It does not define any extensions to RFC 821, but limits itself to
extensions within the framework of RFC 822. Thus, a MIME message is one which
can be routed through any number of networks that are loosely compliant with RFC
821 or are capable of transmitting RFC 821 messages.

MIME is a draft-standard protocol with a status of elective. It is described in five
parts:

* Protocols for including objects other than US ASCII text mail messages within
the bodies of messages conforming to RFC 822. These are described in RFC
2045.

¢ General structure of the MIME media typing system and defines an initial set of
media types. This is described in RFC 2046.

e A protocol for encoding non-US ASCII text in the header fields of mail
messages conforming to RFC 822. This is described in RFC 2047.

¢ Various IANA registration procedures for MIME-related facilities. This is
described in RFC 2048.

e MIME conformance criteria. This is described in RFC 2049.

Although RFC 2045 provides a mechanism suitable for describing non-textual data
from X.400 messages in a form that is compatible with RFC 822, it does not say
how X.400 message parts are to be mapped to MIME message parts. The
conversion between X.400 and MIME is defined in RFCs 1494, 2156 and 1496
which update the protocols for the conversion between RFC 822 and X.400.

The MIME standard was designed with the following general order of priorities:
1. Compatibility with existing standards such as RFC 822.

There are two areas where compatibility with previous standards is not
complete.

e RFC 1049 (which is part of STD 11) described a Content-Type: field used
to indicate the type of (ASCII text) data in a message body. PostScript or
SGML would allow a user mail agent to process it accordingly. MIME
retains this field, but changes the values that are defined for it. Since the
correct response for a mail agent on encountering an unknown value in this
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field is basically to ignore it, this does not raise any major compatibility
concerns.

e RFC 934 discussed encapsulation of messages in the context of message
forwarding and defined encapsulation boundaries: lines indicating the
beginning and end of an encapsulated message. MIME retains broad
compatibility with RFC 934, but does not include the quoting mechanism
used by RFC 934 for lines in encapsulated messages that could otherwise
be misinterpreted as boundaries.®

The most important compatibility issue is that the standard form of a MIME
message is readable with an RFC 821-compliant mail reader. This is, of
course, the case. In particular the default encoding for MIME message bodies
is no encoding at all, just like RFC 822.

2. Robustness across existing practice. As noted above, there are many widely
deployed MTAs in the Internet that do not comply with STD 10/RFC 821. The
encoding mechanisms specified in RFC 2045 are designed to always
circumvent the most common of these (folding of lines as short as 76
characters and corruption of trailing white space characters) by only
transmitting short lines with no trailing white space characters, and allowing
encoding of any data in a mail safe fashion.

Note: MIME does not require mail items to be encoded; the decision is left to
the user and/or the mail program. For binary data transmitted across
(7-bit) SMTP, encoding is invariably required, but for data consisting
mostly of text, this may not be the case.

The preferred encoding mechanism for mostly text data is such that, at
a minimum, it is mail-safe with any compliant SMTP agent on an ASCII
system and at maximum is mail-safe with all known gateways and
MTAs. The reason why MIME does not require maximum encoding is
that the encoding hampers readability when the mail is transmitted to
non-MIME compliant systems.

3. Ease of extension. RFC 2045 categorizes elements of mail bodies into seven
content-types, which have subtypes. The content-type/subtype pairs in turn
have parameters that further describe the object concerned. The RFC defines
a mechanism for registering new values for these and other MIME fields with
the Internet Assigned Numbers Authority (IANA). This process is itself updated
by RFC 2048.

For the current list of all MIME values, consult STD 2 — Assigned Internet
Numbers. The remainder of this chapter describes only the values and types
given in RFC 2045.

One consequence of this approach is that, to quote RFC 2045, “some of the
mechanisms [used in MIME] may seem somewhat strange or even baroque at first.
In particular, compatibility was always favored over elegance.”

Because RFC 822 defines the syntax of message headers (and deliberately allows
for additions to the set of headers it describes) but not the composition of message
bodies, the MIME standard is largely compatible with RFC 822, particularly the RFC

9 The reason for this departure is that MIME allows for deeply nested encapsulation, but encodes text in such a way as to reversibly
spill text lines at or before column 76 to avoid the lines being spilled irreversibly by non-conforming SMTP agents. The RFC 934
quoting mechanism can result in lines being lengthened with each level of encapsulation, possibly past column 76.
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2045 part that defines the structure of message bodies and a set of header fields
that are used to describe that structure.

MIME can be seen as a high-level protocol; since it works entirely within the
boundaries of STD 10 and STD 11, it does not involve the transport layer (or lower
layers) of the protocol stack at all.

4.8.1 How MIME Works

A MIME-compliant message must contain a header field with the following verbatim
text:

MIME-Version: 1.0

As is the case with RFC 822 headers, the case of MIME header field names are
never significant but the case of field values may be, depending on the field name
and the context. For the MIME fields described below, the values are
case-insensitive unless stated otherwise.

The general syntax for MIME header fields is the same as that for RFC 822, so the
following field is valid since parenthetical phrases are treated as comments and
ignored.

MIME-Version: 1.0 (this is a comment)

The following five header fields are defined for MIME:

MIME-Version
As noted above, this must have the value 1.0.

Content-Type
This describes how the object within the body is to be interpreted. The
default value is text/plain; charset=us-ascii, which indicates unformatted 7-bit
ASCII text data (which is a message body by the RFC 822 definition).

Content-Transfer-Encoding
This describes how the object within the body was encoded so that it could be
included in the message in a mail-safe form.

Content-Description
A plain text description of the object within the body, which is useful when the
object is not readable (for example, audio data).

Content-ID
A world-unigue value specifying the content of this part of this message.

The first two of these fields are described in more detail in the following sections.

4.8.2 The Content-Type Field

196

The body of the message is described with a Content-Type field of the form:
Content-Type: type/subtype ;parameter=value ;parameter=value

The allowable parameters are dependent on the type and subtype. Some
type/subtype pairs have no parameters, some have optional ones, some have

mandatory ones and some have both. The subtype parameter cannot be omitted,
but the whole field can, in which case the default value is text/plain.

There are seven standard content-types:
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text
A single subtype is defined:

plain Unformatted text. The character set of the text may be specified
with the charset parameter. The following values are permitted:

us-ascii The text consists of ASCII characters in the range 0 to
127 (decimal). This is the default (for compatibility with RFC
822).

is0-8859-x where x is in the range 1 to 9 for the different parts of
the 1SO-8859 standard. The text consists of ISO characters in
the range 0 to 255 (decimal). All of the ISO-8859 character sets
are ASCIlI-based with national language characters and so on in
the range 128 to 255. Note that, if the text contains no
characters with values above 127, the character set should be
specified as us-ascii because it can be adequately represented
in that character set.

Further subtypes may be added to describe other readable text formats (such
as word processor formats) which contain formatting information for an
application to enhance the appearance of the text, provided that the correct
software is not required to determine the meaning of the text.

multipart
The message body contains multiple objects of independent data types. In
each case, the body is divided into parts by lines called encapsulation
boundaries. The contents of the boundary are defined with a parameter in
the content-type field, for example:

Content-Type: multipart/mixed; boundary="1995021309105517"

The boundary should not appear in any of the parts of the message. It is
case-sensitive and consists of 1-70 characters from a set of 75 which are
known to be very robust through mail gateways, and it may not end in a
space. (The example uses a 16-digit decimal timestamp.) Each
encapsulation boundary consists of the boundary value prefixed by a <CRLF>
sequence and two hyphens (for compatibility with RFC 934). The final
boundary that marks the end of the last part also has a suffix of two hyphens.
Within each part there is a MIME header, which like ordinary mail headers is
terminated by the sequence <CRLF><CRLF> but may be blank. The header
fields define the content of the encapsulated message.

Four subtypes are defined:

mixed The different parts are independent but are to be transmitted
together. They should be presented to the recipient in the order
that they appear in the mail message.

parallel  This differs from the mixed subtype only in that no order is
ascribed to the parts and the receiving mail program can, for
example, display all of them in parallel.

alternative The different parts are alternative versions of the same information.
They are ordered in increasing faithfulness to the original, and the
recipient's mail system should display the best version to the user.
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digest This is a variant on multipart/mixed where the default type/subtype
is message/rfc822 (see below) instead of text/plain. It is used for
the common case where multiple RFC 822 or MIME messages are
transmitted together.

An example of a complex multipart message is shown in Figure 130.

MIME-Version: 1.0

From: Steve Hayes <steve@hayessj.bedfont.uk.ibm.com>

To: Matthias Enders <enders@itsol80.itso.ral.ibm.com>
Subject: Multipart message

Content-type: multipart/mixed; boundary="1995021309105517"

This section is called the preamble. It is after the header but before the
first boundary. Mail readers which understand multipart messages must
ignore this.

--1995021309105517

The first part. There is no header, so this is text/plain with
charset=us-ascii by default. The immediately preceding <CRLF> is part of
the <CRLF><CRLF> sequence that ends the null header. The one at the end is
part of the next boundary, so this part consists of five lines of text with
four <CRLF>s.

--1995021309105517

Content-type: text/plain; charset=us-ascii

Comments: this header explicitly states the defaults

One 1ine of text this time, but it ends in a line break.

--1995021309105517
Content-Type: multipart/alternative; boundary=_
Comments: An encapsulated multipart message!

Again, this preamble is ignored. The multipart body contains a still image

and a video image encoded in Base64. Seed4.8.3.5, “Base64 Encoding” on page 204
One feature is that the character "_" which is allowed in multipart

boundaries never occurs in Base64 encoding so we can use a very simple
boundary!

Coﬁtent-type: text/plain

Figure 130 (Part 1 of 2). MIME - A Complex Multipart Example
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This message contains images which cannot be displayed at your terminal.
This is a shame because they're very nice.

Content-type: image/jpeg

Content-transfer-encoding: base64

Comments: This photograph is to be shown if the user's system cannot display
MPEG videos. Only part of the data is shown in this book because
the reader is unlikely to be wearing MIME-compliant spectacles.

Qk10AAAAAAAAAEAEAABAAAAAQAEAAPAAAAABAAGAAAAAAAAAAAAAAAAAAAAAAAABAAAAAQAAAAAA
AAAAAAAAAAAAAAAAAAAAAABAY jQSAAAAAAAAGAAAKGAAAJKAAKOAAACGATAAqp IAAMHBWQDJy ckA
/9ugAKpJAAD/SQAAAGOAAFVtAACqbQAA/20AAAAKAABYVkgAAqGiQAAP+SAAAALgAAVDYAAKG2AAD/
<base64 data continues for another 1365 lines>

Content-type: video/mpeg

Content-transfer-encoding: base64

AAABswoAeBn//+CEAAABSgAAAOgAAAGAAAAAAAAAAQAAT//// /wAAAGy //8AAAEBQ/ZT IwwBGWCX
+pgMiJQDjAKywS/INRrtXcTCLgzVQymqqHATOSL1sMgMg4SWLCWOTYRdgyAyrhNYsLhhF3DLjAGg
BdwDXBv3yMV8/4tzrp3zsAWIGAJg1IBKTeFFI2IsgutIdfuSaAGCTsBVnWdz8afdMMAMgKgMEKPE
<base64 data continues for another 1839 lines>

That was the end of the nested multipart message. This is the epilogue.
Like the preamble it is ignored.

--1995021309105517--

And that was the end of the main multipart message. That's all folks!

Figure 130 (Part 2 of 2). MIME - A Complex Multipart Example

message
The body is an encapsulated message, or part of one. Three subtypes are
defined:

rfc822 The body itself is an encapsulated message with the syntax of an
RFC 822 message. It is required that at least one of From:,
Subject: or Date: must be present.

Note: rfc822 refers to the syntax of the encapsulated message
envelopes and does not preclude MIME messages for
example.

partial This type is used to allow fragmentation of large mail items in a
similar way to IP fragmentation. Because SMTP agents may
impose upper limits on maximum mail sizes, it may be necessary
to send large items as fragments. The intent of the
message/partial mail items is that the fragmentation is transparent
to the recipient. The receiving user agent should re-assemble the
fragments to create a new message with identical semantics to the
original. There are three parameters for the Content-Type: field:

id= A unique identifier common to all parts of the message.

number= The sequence number of this part, with the first part
being numbered 1.
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total= The total number of parts. This is optional on all but the last
part. The last part is identified by the fact that it has the same
value for the number and total parameters.

The original message is always a message according to RFC 822
rules. The first part is syntactically equivalent to a message/rfc822
message (that is the body itself contains message headers), and
the subsequent parts are syntactically equivalent to text/plain
messages. When re-building the message, the RFC 822 header
fields are taken from the top-level message, not from the enclosed
message, with the exception of those fields that cannot be copied
from the inner message to the outer when fragmentation is
performed (for example, the Content-Type: field).

Note: It is explicitly permitted to fragment a message/partial
message further. This allows mail gateways to freely
fragment messages in order to ensure that all parts are
small enough to be transmitted. If this were not the case,
the mail agent performing the fragmentation would have to
know the smallest maximum size limit that the mail items
would encounter en route to the destination.

external-body This type contains a pointer to an object that exists elsewhere.
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It has the syntax of the message/rfc822 type. The top-level
message header defines how the external object is to be
accessed, using the access-type: parameter of the Content-Type:
field and a set of additional parameters that are specific to the
access type. The intent is for the mail reader to be able to
synchronously access the external object using the specified
access type. The following access types are defined:

ftp File Transfer Protocol. The recipient will be expected to
supply the necessary user ID and password. For
security reasons, these are never transmitted with the
message.

tftp Trivial File Transfer Protocol.
anon-ftp  Anonymous FTP.

local-file The data is contained in a file accessible directly via the
recipient's local file system.

mail-server The data is accessible via a mail server. Unlike the
others, this access is necessarily asynchronous.

When the external object has been received, the desired message
is obtained by appending the object to the message header
encapsulated within the body of the message/external-body
message. This encapsulated message header defines how the
resulting message is to be interpreted. (It is required to have a
Content-ID: and will normally have a Content-Type: field.) The
encapsulated message body is not used (the real message body is
elsewhere, after all) and it is therefore termed the phantom body.
There is one exception to this: if the access-type is mail-server the
phantom body contains the mail server commands necessary to
extract the real message body. This is because mail server
syntaxes vary widely so it is much simpler to use the otherwise
redundant phantom body than to codify a syntax for encoding



arbitrary mail server commands as parameters on the
Content-Type: field.

image
The body contains image data requiring a graphical display or some other
device such as a printer to display it. Two subtypes are defined initially:

jpeg The image is in JPEG format, JFIF encoding.
gif GIF format.

video
The body contains moving image data (possibly with synchronized audio)
requiring an intelligent terminal or multimedia workstation to display it. A
single subtype is defined initially:

mpeg MPEG format.

audio
The body contains image data requiring a speaker and sound card (or similar
hardware) to display it. A single subtype is defined initially:

basic A lowest common denominator format in the absence of any de
facto standards for audio encoding. Specifically, it is
single-channel 8-bit ISDN mu-law encoding at a sample rate of
8kHz.

application
This type is intended for types that do not fit into other categories, and
particularly for data to be processed by an application program before being
presented to the user, such as spreadsheet data. It is also intended for
application programs that are intended to be processed as part of the mail
reading process (for example, see the PostScript type below). This type of
usage poses serious security risks unless an implementation ensures
executable mail messages are run in a safe or padded cell environment.

Two subtypes are defined initially:
PostScript Adobe Systems PostScript (Level 1 or Level 2).

Security Issues:  Although PostScript is often thought of as a
format for printer data, it is a programming language and the use
of a PostScript interpreter to process application/PostScript types
poses serious security problems. Any mail reader that
automatically interprets PostScript programs is equivalent, in
principle, to one that automatically runs executable programs it
receives. RFC 2045 outlines the issues involved.

octet-stream This subtype indicates general binary data consisting of 8-bit
bytes. It is also the subtype that a mail reader should assume on
encountering an unknown type or subtype. Any parameters are
permitted, and RFC mentions two: a type= parameter to inform the
recipient of the general type of the data and padding= to indicate a
bit stream encoded in a byte stream. (The padding value is the
number of trailing zero bits added to pad the stream to a byte
boundary.)

Implementations are recommended to offer the user the option of
using the data as input to a user program or of storing it in a file.
(There is no standard for the default name of such a file, although
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RFC 2045 does mention a “Content-Disposition:” field to be
defined in a later RFC.)

Security Issues:  RFC strongly recommends against an
implementation executing an application/octet-stream part
automatically or using it as input to a program specified in the mail
header. To do so would expose the receiving system to serious
security risks and could impact the integrity of any networks that
the system is connected to.

Obviously, there are many types of data that do not fit into any of the subtypes
above. Co-operating mail programs may, in keeping with the rules of RFC 822,
use types and/or subtypes beginning with X- as private values. No other values
are permitted unless they have first been registered with the Internet Assigned
Numbers Authority (IANA). See RFC 2048 for more details. The intention is that
few, if any, additional types will be needed, but that many subtypes will be added to
the set.

4.8.3 The Content-Transfer-Encoding Field

As already noted, SMTP agents and mail gateways can severely constrain the
contents of mail messages that can be transmitted safely. The MIME types
described above list a rich set of different types of objects which can be included in
mail messages and the majority of these do not fall within these constraints.
Therefore, it is necessary to encode data of these types in a fashion that can be
transmitted, and to decode them on receipt. RFC 2045 defines two forms of
encoding that are mail safe. The reason for two forms rather than one is that it is
not possible, given the small set of characters known to be mail safe, to devise a
form that can both encode text data with minimal impact to the readability of the
text and yet can encode binary data that consists of characters distributed randomly
across all 256 byte values compactly enough to be practical.

These two encodings are used only for bodies and not for headers. Header
encoding is described in 4.8.4, “Using Non-ASCIl Characters in Message Headers”
on page 206. The Content-Transfer-Encoding: field defines the encoding used.
Although cumbersome, this field name emphasizes that the encoding is a feature of
the transport process and not an intrinsic property of the object being mailed.
Although there are only two encodings defined, this field can take on five values.
(As usual, the values are case-insensitive.) Three of the values actually specify
that no encoding has been done; where they differ is that they imply different
reasons why this is the case. This is a subtle but important point. MIME is not
restricted to SMTP as a transport agent, despite the prevalence of (broadly)
SMTP-compliant mail systems on the Internet. It therefore allows a mail agent to
transmit data that is not mail-safe by the standards of SMTP (that is STD 10/RFC
821). If such a mail item reaches a gateway to a more restrictive system, the
encoding mechanism specified allows the gateway to decide on an item-by-item
basis whether the body must be encoded to be transmitted safely.

The five encodings are:
e 7-bit (the default if the Content-Transfer-Encoding: header is omitted)
e 8-bit
e Binary

¢ Quoted-Printable
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e Base64

These are described in the sections that follow.

4.8.3.1 7-bit Encoding

7-bit encoding means that no encoding has been done and the body consists of
lines of ASCII text with a length of no more than 1000 characters. It is therefore
known to be mail-safe with any mail system that strictly conforms with STD 10/RFC
821. This is the default, since these are the restrictions which apply to pre-MIME
STD 11/RFC 822 messages.

Note: 7-bit encoding does not guarantee that the contents are truly mail safe for
two reasons. First, gateways to EBCDIC networks have a smaller set of
mail-safe characters, and secondly because of the many non-conforming
SMTP implementations. The Quoted-Printable encoding is designed to
overcome these difficulties for text data.

4.8.3.2 8-bit Encoding

8-bit encoding implies that lines are short enough for SMTP transport, but that there
may be non-ASCIl characters (that is, octets with the high-order bit set). Where
SMTP agents support the SMTP Service Extension for 8-bit-MIMEtransport,
described in RFC 1652, 8-bit encoding is possible. Otherwise, SMTP
implementations should set the high-order bit to zero, so 8-bit encoding is not valid.

4.8.3.3 Binary Encoding

Binary encoding indicates that non-ASCII characters may be present and that the
lines may be too long for SMTP transport. (That is, there may be sequences of
999 or more characters without a CRLF sequence.) There are currently no
standards for the transport of unencoded binary data by mail based on the TCP/IP
protocol stack, so the only case where it is valid to use binary encoding in a MIME
message sent on the Internet or other TCP/IP based network is in the header of an
external-body part (see the message/external-body type above). Binary encoding
would be valid if MIME were used in conjunction with other mail transport
mechanisms, or with a hypothetical SMTP Service Extension that did support long
lines.

4.8.3.4 Quoted-Printable Encoding
This is the first of the two real encodings and it is intended to leave text files largely
readable in their encoded form.

¢ |t represents non-mail safe characters by the hexadecimal representation of
their ASCII characters.

e |t introduces reversible (soft) line breaks to keep all lines in the message to a
length of 76 characters or less.

Quoted-Printable encoding uses the equal sign as a quote character to indicate
both of these cases. It has five rules which are summarized as follows:

1. Any character except one that is part of a new line sequence (that is, a
X'ODOA' sequence on a text file) can be represented by =XX, where XX are
two uppercase hexadecimal digits. If none of the other rules apply, the
character must be represented like this.

2. Any character in the range X'21' to X'7E' except X'3D"' (“=") can be
represented as the ASCII character.
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3. ASCII TAB (X'09') and SPACE (X'20') can be represented as the ASCII
character except when it is the last character on the line.

4. A line break must be represented by a <CRLF> sequence (X'OD0OA'). When
encoding binary data, X'ODOA" is not a line break and should be coded,
according to rule 1, as =0D=0A.

5. Encoded lines cannot be longer than 76 characters (excluding the <CRLF>). If
a line is longer than this, a soft line break must be inserted at or before column
75. A soft line break is the sequence =<CRLF> (X'3D0ODO0A").

This scheme is a compromise between readability, efficiency and robustness.
Since rules 1 and 2 use the phrase “may be encoded,” implementations have a fair
degree of latitude on how many characters are quoted. If as few characters are
guoted as possible within the scope of the rules, then the encoding will work with
well-behaved ASCII SMTP agents. Adding the following set of ASCII characters to
the list of those to be quoted is adequate for well-behaved EBCDIC gateways:

rrgse NI~ {0}

For total robustness, it is better to quote every character except for the
73-character set known to be invariant across all gateways, that is the letters and
digits (A-Z, a-z and 0-9) and the following 11 characters:

I()+s'-/:=?

Note: This invariant list does not even include the SPACE character. For practical
purposes, when encoding text files, only a SPACE at the end of a line
should be quoted. Otherwise readability is severely impacted.

4.8.3.5 Base64 Encoding

This encoding is intended for data that does not consist mainly of text characters.
Quoted-Printable replaces each non-text character with a 3-byte sequence which is
grossly inefficient for binary data. Base64 encoding works by treating the input
stream as a bit stream, regrouping the bits into shorter bytes, padding these short
bytes to 8 bits and then translating these bytes to characters that are known to be
mail-safe. As noted in the previous section, there are only 73 safe characters, so
the maximum byte length usable is 6 bits which can be represented by 64 unique
characters (hence the name Base64). Since the input and output are both byte
streams, the encoding has to be done in groups of 24 bits (that is 3 input bytes and
4 output bytes). The process can be seen as follows:
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bbbbbbbb bbbbbbbb bbbbbbbb 8-bit input byte triplet

bbbbbbbbbbbbbbbbbbbbbbbb group of 24 bits

bbbbbb bbbbbb bbbbbb bbbbbb convert to four 6-bit bytes

00bbbbbb 00bbbbbb 00bbbbbb 00bbbbbb | pad to 8-bit bytes

Occcceccce Occcccecce Occcccecce Occcccecce translate to mail-safe 7-bit ASCII
3376a\3376FDOQ

Figure 131. MIME - Base64 Encoding. How 3 input bytes are converted to 4 output bytes
in the Base64 encoding scheme.

The translate table used is called the Base64 Alphabet.

Base64 ASCII Base64 ASCII Base64 ASCII Base64 ASCII
value char. value char. value char. value char.
0 A 16 Q 32 g 48 w
1 B 17 R 33 h 49 X
2 C 18 S 34 i 50 y
3 D 19 T 35 j 51 z
4 E 20 U 36 k 52 0
5 F 21 \ 37 | 53 1
6 G 22 W 38 m 54 2
7 H 23 X 39 n 55 3
8 | 24 Y 40 0 56 4
9 J 25 Z 41 p 57 5
10 K 26 a 42 q 58 6
11 L 27 b 43 r 59 7
12 M 28 c 44 s 60 8
13 N 29 d 45 t 61 9
14 (e} 30 e 46 u 62 +
15 P 31 f 47 Y, 63 /

Figure 132. MIME - The Base64 Alphabet

One additional character (the = character) is needed for padding. Because the
input is a byte stream that is encoded in 24-bit groups it will be short by zero, 8 or
16 bits, as will the output. If the output is of the correct length, no padding is
needed. If the output is 8 bits short, this corresponds to an output quartet of two
complete bytes, a short byte and a missing byte. The short byte is padded with
two low-order zero bits. The missing byte is replaced with an = character. If the
output is 16 bits short, this corresponds to an output quartet of one complete byte,
a short byte and two missing bytes. The short byte is padded with 6 low-order zero
bits. The two missing bytes are replaced with an = character. If zero characters
(that is As) were used, the receiving agent would not be able to tell when decoding
the input stream if trailing X'00' characters in the last or last two positions of the
output stream were data or padding. With pad characters, the nhumber of “="s (0, 1
or 2) gives the length of the input stream modulo 3 (0, 2 or 1 respectively).
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4.8.3.6 Conversion between Encodings

The Base64 encoding can be freely translated to and from the binary encoding
without ambiguity since both treat the data as an octet-stream. This is also true for
the conversion from Quoted-Printable to either of the other two (in the case of the
Quoted-Printable to Binary conversion the process can be viewed as involving an
intermediate binary encoding) by converting the quoted character sequences to
their 8-bit form, deleting the soft line breaks and replacing hard line breaks with
<CRLF> sequences. This is not strictly true of the reverse process since
Quoted-Printable is actually a record-based system. There is a semantic difference
between a hard line break and an imbedded =0D=0A sequence. (For example
when decoding Quoted-Printable on a EBCDIC record-based system such as VM,
hard line breaks map to record boundaries but =0D=0A sequences map to
X'0D25' sequences.)

4.8.3.7 Multiple Encodings

MIME does not allow nested encodings. Any Content-Type that recursively
includes other Content-Type fields (notably the multipart and message types)
cannot use a Content-Transfer-Encoding other than 7-bit, 8-bit or binary. All
encodings must be done at the innermost level. The purpose of this restriction is to
simplify the operation of user mail agents. If nested encodings are not permitted,
the structure of the entire message is always visible to the mail agent without the
need to decode the outer layer(s) of the message.

This simplification for user mail agents has a price: complexity for gateways.
Because a user agent can specify an encoding of 8-bit or binary, a gateway to a
network where these encodings are not safe must encode the message before
passing it to the second network. The obvious solution, to simply encode the
message body and to change the Content-Transfer-Encoding: field, is not allowed
for the multipart or message types since it would violate the restriction described
above. The gateway must therefore correctly parse the message into its
components and re-encode the innermost parts as necessary.

There is one further restriction: messages of type message/partial must always
have 7-bit encoding. (8-bit and binary are also disallowed.) The reason for this is
that if a gateway needs to re-encode a message, it requires the entire message to
do so, but the parts of the message may not all be available together. (Parts may
be transmitted serially because the gateway is incapable of storing the entire
message at once or they may even be routed independently via different
gateways.) Therefore message/partial body parts must be mail safe across lowest
common denominator networks; that is, they must be 7-bit encoded.

4.8.4 Using Non-ASCII Characters in Message Headers

206

All of the mechanisms above refer exclusively to bodies and not to headers. The
contents of message headers must still be coded in US-ASCII. For header fields
that include human-readable text, this is not adequate for languages other than
English. A mechanism to include national language characters is defined by the
second part of MIME (RFC 2047). This mechanism differs from the
Quoted-Printable encoding, which would be used in a message body for the
following reasons:

e The format of message headers is strictly codified by RFC 822, so the
encoding used by MIME for header fields must work within a narrower set of
constraints than that used for bodies.
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* Message relaying programs frequently change message headers, for example
re-ordering header fields, deleting some fields but not others, re-ordering
mailboxes within lists or spilling fields at different positions than the original
message.

e Some message handling programs do not correctly handle some of the more
arcane features of RFC 822 (such as the use of the \ character to quote special
characters such as < and >).

The approach used by MIME is to reserve improbable sequences of legal ASCII
characters that are not syntactically important in RFC 822 for use with this protocol.
Words in header fields that need national characters are replaced by encoded
words which have the form:

=?charset?encoding?word?=

where:

charset  The value allowed for the charset parameter used with text/plain MIME
type, that is: “us-ascii” or “is0-8859-1" through “is0-8859-9.”

encoding B or Q. B is identical to the Base64 encoding used in message bodies.
Q is similar to the Quoted-Printable encoding but uses _ to represent
X'20"' (ASCII SPACE).*® Q encoding requires the encoding of _
characters and does not allow line breaks. Any printable ASCII
character other than _, = and SPACE may be left unquoted within an
encoded word unless it would be syntactically meaningful when the
header field is parsed according to RFC 822.

charset and encoding are both case-insensitive.

word A string of ASCII text characters other than SPACE, which conforms to
the rules of the encoding given.

An encoded word must have no imbedded white space characters (SPACE or
TAB), can be up to 75 characters long, and cannot be on a line that is greater than
76 characters long (excluding the <CRLF>). These rules ensure that gateways will
not fold encoded words in the middle of the word. Encoded words can generally be
used in the human-readable parts of header fields. For example, if a mailbox is
specified in the following form:

The Octopus <octopus@garden.under.the.sea>

an encoded word could be used in the The Octopus section but not in the address
part between the < and the>). RFC 2047 specifies precisely where encoded words
can be used with reference to the syntax of RFC 822.

4.8.5 References
A detailed description of MIME can be found in the following RFCs:

e RFC 2045 — MIME (Multipurpose Internet Mail Extensions) Part One: Format of
Internet Message Bodies

* RFC 2046 — MIME (Multipurpose Internet Mail Extensions) Part Two: Media
Types

10 The underscore character is not strictly mail-safe, but it is used because the use of any other character to indicate a SPACE would
seriously hamper readability.
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* RFC 2047 — MIME (Multipurpose Internet Mail Extensions) Part Three:
Message Header Extensions for Non-ASCIl Text

* RFC 2048 — MIME (Multipurpose Internet Mail Extensions) Part Four:
Registration Procedures

* RFC 2049 — MIME (Multipurpose Internet Mail Extensions) Part Five:
Conformance Criteria and Examples

e RFC 2156 — MIXER (MIME Internet X.400 Enhanced Relay): Mapping
between X.400 and RFC 822/MIME

4.9 Post Office Protocol (POP)

The Post Office Protocol, Version 3 is a standard protocol with STD number 53. Its
status is elective. It is described in RFC 1939. The older Post Office Protocol
Version 2 is an historic protocol with a status of not recommended.

The Post Office Protocol is an electronic mail protocol with both client
(sender/receiver) and server (storage) functions. POP3 supports basic functions
(download and delete) for electronic mail retrieval. More advanced functions are
supported by IMAP4 (see 4.10, “Internet Message Access Protocol Version 4
(IMAP4)" on page 209).

POP3 clients establish a TCP connection to the server using port 110. When the
connection is established, the POP3 server sends a greeting message to the client.
The session then enters the authentication state. The client must send its
identification to the server while the session is in this state. If the server verifies
the ID successfully, the session enters the transaction state. In this state, the client
can access the mailbox. When the client sends the QUIT command, the session
enters the Update state and the connection is then closed.

4.9.1 POP3 Commands and Responses
POP3 commands consist of a keyword and possibly one or more arguments
following the keyword. Keywords are three or four characters long and separated
by one space character from arguments. Each argument must be up to 40
characters long.

The server sends a response to the command that was issued by the client. This
response must be up to 512 characters and begin with a status indicator which
shows whether the reply is positive or negative. These indicators are (+OK) or
(-ERR). The server must send these indicators in upper case.

Here are the three states for a POP3 session:

Authorization state
In this state, the client sends identification to the server. This is implemented
in two ways. More information on authentication is described in RFC 1734.

1. Using USER and PASS commands.
2. Using APOP command.

Transaction state
In this state, the client can issue commands for listing, retrieving and deleting.
Please note that the deleting action is not taken in this state. The client must
send the QUIT command and then the server goes to the update state.
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Update state
In this state, the server updates the mailbox according to the commands
received from the client in the transaction state and the TCP connection ends.
If the connection is broken for any reason before quit command is received
from the client, the server does not enter the update state. Thus, the server
will not update anything.

Important POP3 Commands
USER name User name for authentication.

PASS password Password for authentication.

STAT To get the number of messages and total size of the messages.

LIST [msg] If a message number is specified, the size of this mail is listed (if it
exists). If not, all messages will be listed with the message sizes.

RETR msg This command sends the whole message to the client.

DELE msg This command deletes the specified message.

NOOP The server does not do anything, just sends a positive response.

RSET This command cancels previous delete requests if they exist.

QUIT If entered in the authorization state, it merely ends the TCP

connection. If entered in the transaction state, it first updates the
mailbox (deletes any messages requested previously) and then
ends the TCP connection.

4.9.2 References
A detailed description of the Post Office Protocol can be found in the following
RFCs:

e RFC 937 — Post Office Protocol — Version 2
e RFC 1939 — Post Office Protocol — Version 3

4.10 Internet Message Access Protocol Version 4 (IMAP4)

The Internet Message Access Protocol, Version 4 is a proposed standard protocol.
Its status is elective. It is described in RFC 2060.

IMAP4 is an electronic messaging protocol with both client and server functions.
Similar to POP, IMAP4 servers store messages for multiple users to be retrieved
upon client requests, but IMAP4 clients have more capabilities in doing so than
POP clients. IMAP4 allows clients to have multiple remote mailboxes to retrieve
messages from and to choose any of those at any time. IMAP4 clients can specify
criteria for downloading messages, such as not to transfer large messages over
slow links. Also, IMAP4 always keeps messages on the server and replicates
copies to the clients. Transactions performed by disconnected clients are effected
on server mailboxes by periodic re-synchronization of client and server. Let us
discuss the underlying electronic mail models of IMAP4 first, to understand the
IMAP4 functions clearly. These are described in detail in RFC 1733 Distributed
Electronic Mail Models In IMAPA4.
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4.10.1 IMAP4 Underlying Electronic Mail Models

IMAP4 supports all three major electronic mail models. These models are offline,
online and disconnected use models.

In the offline model, a client periodically connects to the server and downloads the
mail messages. Mail messages are deleted on the server. Therefore, mail is
processed locally on the client. An example of a mail protocol that uses this model
is POP3. Please see 4.9, “Post Office Protocol (POP)” on page 208 for further
information.

In the online model, clients make changes on the server. In other words, mail is
processed remotely on the server. An example of a mail protocol that uses this
model is NFS. Please see 4.13, “Network File System (NFS)” on page 230 for
further information.

The disconnected use model is composite of offline and online models. In this
model, a client downloads the data and makes changes on it locally, then at a later
time uploads it to server. An example of a mail program which that this model is
Lotus Notes Mail.

These three models have some advantages and disadvantages. Since IMAP4
supports all these models, the client is able to switch to another model. As an
example, if the connection is too slow and there is a large message in the mailbox.
An IMAP4 client can retrieve a small part of the message, change that part and
then reconnect to the server and upload that part again.

4.10.2 IMAP4 Commands and Responses

Similar to the POP3 (see, 4.9, “Post Office Protocol (POP)” on page 208), IMAP4
clients establish a TCP connection to the server using port 143. When the
connection is established, the server sends a greeting message. After that, the
client and the server exchange data interactively. Whenever the client sends a
command, the server sends a completion result response to this command. The
server can also send data for any other reason. All commands and responses are
in the form of lines ending with CRLF.

All client commands begin with a different identifier which is called a tag. The
server may not respond to the commands in order in which they were received.
Let us say a command that has the tag ABCO0O05 is sent and then another
command which has tag ABCO0O06 is sent. If it takes less time to process the
second command, the server responds to the ABC006 command first with a line
beginning with the relevant tag (In this case, ABC006). As this example shows, a
unigue tag must be used for every command sent. In two cases, the client
command is not sent completely. In these cases, the client sends the second part
of the command without any tag and the server responds to this command with a
line beginning with (+). The client must finish sending the whole command before
sending another command.

All data responses and status responses begin with (*), which are called untagged
responses. These responses may not be requested by the client. The server can
send data without any request. As an example, if a new mail message arrives
during the session, the server sends the relevant flag to notify the client. The
server sends a command completion response to the command that was issued by
the client. This response begins with the same tag of the relevant command and a
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status indicator following by the tag, which shows either the operation result is
positive or negative. These indicators are OK, NO or BAD.

4.10.3 Message Numbers

There are two types of method used to identify the messages: the unique identifier
and the message sequence number. Here are the some of the attributes. Please
refer to RFC 2060 for details.

4.10.3.1 Unique ldentifier (UID) Message Attribute

Every message has a 32-bit identifier, which when it is combined with a unique
identifier validity value forms a 64-bit value. When a new message is added to the
mailbox, a higher UID is assigned to that message than those added previously.
Unique identifiers do not have to be contiguous. Unique identifiers also persist in to
other sessions. In this way, if the clients disconnect, in the next session the client
can use the same values from the previous session.

Each mailbox has a unique identifier validity value. If it is not possible to use the
same value for the next session, then a new value must be greater than the value
that was used in the previous session. As an example, if a mailbox is deleted in
one session and a new one created with the same name in the next session, since
the mailbox name is the same, the client may not realize that this is a new mailbox.
In this case, the unique identifier validity value should be changed. The unique
identifier validity value is sent with the mailbox selection to the client as
UIDVALIDITY.

4.10.3.2 Message Sequence Number Message Attribute

The message sequence number shows the relative position of the message in the
mailbox. It must be in ascending order. The message sequence number is subject
to change during the session or in the next session. If a new message is added,
the number of total messages (including the new message) is assigned to that
message. The total number of the messages and the message sequence number
of the newest message must always be kept the same, in order to correctly assign
the message sequence number to each new mail message. If a message is
removed permanently, then the message sequence numbers must be recalculated
accordingly in that session.

4.10.3.3 Flags Message Attribute

Flags are used to show the current status of the message. There are two types of
flags: permanent and session-only. Here are the current flags at the time of writing
this book. Please refer to RFC 2060 for the latest details.

\seen Message has been read.

\Answered Message has been answered.

\Flagged Message is marked for special attention.

\Deleted Message is deleted for later permanent removal.

\Draft Message has been completed.

\Recent Message has arrived recently and this is the first session after its

arrival. This flag cannot be changed by the client.

Chapter 4. Application Protocols 211



4.10.4 IMAP4 States

Similar to POP3 (see, 4.9, “Post Office Protocol (POP)” on page 208), the IMAP4
session works in different states. Some commands are valid for certain states and
some of the commands are valid for all states. If the client sends a command that
is not appropriate for that state, the server responds with an error message. This
error message may vary. The server might send either BAD or NO depending on
the implementation. Here are the four states for IMAP4.

Non-Authenticated State
In this state, the client sends identification to the server.

Authenticated State
In this state, the client must select a mailbox to proceed.

Selected State
In this state, a mailbox has been selected successfully.

Logout State
In this state, connection is ended with either the client request or any other
reason.

Flow diagram of an IMAP4 session.

initial connection and server greeting

l(l) @) @3)

non-authenticated

l<4>
)

authenticated

)

l(s) )

) selected

l(?)
) \]

layout and close connection

3376a\3376FDOO
Figure 133. IMAP4 - Flow Diagram
(1) Connection without pre-authentication (OK greeting)
(2) Pre-authenticated connection (PREAUTH greeting)
) Rejected connection (BYE greeting)
(4) Successful LOGIN or AUTHENTICATE command
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(5) Successful SELECT or EXAMINE command
(6) CLOSE command, or failed SELECT or EXAMINE command

(7 LOGOUT command, server shutdown, or connection closed

4.10.5 Client Commands

Most of the IMAP4 commands must be used in the corresponding state. Some of
them can be used in more than one state. The following list shows the commands
and the states in which they are used:

In Any State
The following commands are valid for this state:

CAPABILITY This command sends a request a list of functions that the
server supports.

NOOP This command does nothing. It can be used to reset the inactivity
autologout timer on the server.

LOGOUT This command sends a request to end the connection.

In Non-Authenticated State
All commands in any state and the following commands are valid for this
state:

AUTHENTICATE This command requests a special authentication
mechanism with an argument from the server. If the server does not
support that mechanism, the server sends an error message.

LOGIN This command sends the username and password in plain text.

In Authenticated State
All commands in Any State and the following commands are valid for this
state:

SELECT This command selects a mailbox.

EXAMINE This command also selects a mailbox but access to the mailbox
with this command is read-only.

CREATE This command creates a mailbox with a given name. It is not
allowed to create INBOX or any other existing mailbox.

DELETE This command permanently removes the mailbox with the given
name.

RENAME This command changes the name of the mailbox.

SUBSCRIBE This command adds the specified mailbox to the subscription
list which can be obtained by the LSUB command.

UNSUBSCRIBE This command removes the specified mailbox name from the
subscription list.

LIST This command requests a subset of names from the complete set of
all names available from the server.

LSUB This command requests a subset of names from the subscription list.

STATUS This command requests the status of the given mailbox name. The
server checks the flags and send the status according to the status
of the flags.
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APPEND This command appends a message text to the given mailbox as a
new message.

In Selected State
All commands in any state, all commands in authenticated state and the
following commands are valid for this state:

CHECK This command requests resolution of the state of the selected
mailbox in the memory and the disk.

CLOSE This command permanently removes all messages from the currently
selected mailbox that were previously marked as deleted and returns
to authenticated state from selected state.

EXPUNGE This command permanently removes all messages from the
currently selected mailbox that were previously marked as deleted.

SEARCH This command searches the mailbox for the messages that match
given searching criteria.

FETCH This command retrieves data associated with a message in the
selected mailbox.

STORE This command updates the message with the data which was
retrieved by a FETCH command.

COPY This command copies the specified message to the end of the
specified destination mailbox.

uiD This command returns unique identifier instead of message
sequence numbers. This command is used with other commands.

4.10.6 References
A detailed description of the IMAP protocol can be found in the following RFCs:

* RFC 1733 — DISTRIBUTED ELECTRONIC MAIL MODELS IN IMAP4
* RFC 2060 — INTERNET MESSAGE ACCESS PROTOCOL - VERSION 4rev1

4.11 Network Management

With the growth in size and complexity of the TCP/IP-based internetworks the need
for network management became very important. The current network
management framework for TCP/IP-based internetworks consists of:

1. SMI (RFC 1155) - Describes how managed objects contained in the MIB are
defined. (It is discussed in 4.11.3, “Structure and Identification of Management
Information (SMI)” on page 215.)

2. MIB-1l (RFC 1213) - Describes the managed objects contained in the MIB. (It
is discussed in 4.11.4, “Management Information Base (MIB)” on page 216.)

3. SNMP (RFC 1157) - Defines the protocol used to manage these objects. (It is
discussed in 4.11.5, “Simple Network Management Protocol (SNMP)” on
page 220.)

The Internet Architecture Board issued an RFC detailing its recommendation, which
adopted two different approaches:

¢ In the short term SNMP should be used.
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The IAB recommends that all IP and TCP implementations be network
manageable. At the current time, this implies implementation of the Internet
MIB-Il (RFC 1213), and at least the recommended management protocol SNMP
(RFC 1157).

Note that the historic protocols Simple Gateway Monitoring Protocol (SGMP ,
RFC 1028) and MIB-I (RFC-1156) are not recommended for use.

SNMP uses the basic concept of describing and defining management information
called Structure and Identification of Management Information (SMI) described in
RFC 1155 and Management Information Base (MIB) described in RFC 1156.

4.11.1 Standards

SNMP is an Internet standard protocol. Its status is recommended. Its current
specification can be found in RFC 1157 Simple Network Management Protocol
(SNMP).

MIB-Il is an Internet standard protocol. Its status is recommended. Its current
specification can be found in RFC 1213 Management Information Base for Network
Management of TCP/IP-based Internets: MIB-II.

4.11.2 Bootstrap Protocol (BOOTP)

The BOOTstrap Protocol (BOOTP) enables a client workstation to initialize with a
minimal IP stack and request its IP address, a gateway address and the address of
a name server from a BOOTP server. Once again, a good example of a client that
requires this service is a diskless workstation. If BOOTP is to be used in your
network, then you must make certain that both the server and client are on the
same physical LAN segment. BOOTP can only be used across bridged segments
when source-routing bridges are being used, or across subnets if you have a router
capable of BOOTP forwarding, also known as a BOOTP relay agent. This is
discussed in detail in 7.1, “Bootstrap Protocol (BOOTP)” on page 401

4.11.3 Structure and Identification of Management Information (SMI)

The SMI defines the rules for how managed objects are described and how
management protocols can access these objects. The description of managed
objects is made using a subset of the ASN.1 (Abstract Syntax Notation 1, ISO
standard 8824), a data description language. The object type definition consists of
five fields:

e Object: A textual name, termed the object descriptor, for the object type along
with its corresponding object identifier defined below.

e Syntax: The abstract syntax for the object type. It can be a choice of
SimpleSyntax (Integer, Octet String, Object Identifier, Null) or an
ApplicationSyntax (NetworkAddress, Counter, Gauge, TimeTicks, Opaque) or
other application-wide types (see RFC 1155 for more details).

» Definition: A textual description of the semantics of the object type.
* Access: One of read-only, read-write, write-only or not-accessible.

e Status: One of mandatory, optional, or obsolete.

As an example, we can have:
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OBJECT
sysDescr { system 1 }

Syntax OCTET STRING

Definition This value should include the full name and version
identification of the system's hardware type, software
operating system, and networking software. It is
mandatory that this contain only printable ASCII
characters.

Access read-only.

Status mandatory.

This example shows the definition of an object contained in the Management
Information Base (MIB). Its name is sysDescr and it belongs to the system group
(see 4.11.4, “Management Information Base (MIB)").

A managed object not only has to be described but identified, too. This is done
using the ASN.1 Object Identifier in the same way as a telephone number,
reserving group of numbers to different locations. In the case of TCP/IP-based
network management the number allocated was 1.3.6.1.2 and SMI uses it as the
base for defining new objects.

The number 1.3.6.1.2 is obtained by joining groups of numbers with the following
meaning:

e The first group defines the node administrator:
- (1) for ISO
— (2) for CCITT
— (3) for the joint ISO-CCITT
e The second group for the ISO node administrator defines (3) for use by other
organizations.
e The third group defines (6) for the use of the U.S. Department of Defense
(DoD).
¢ In the fourth group the DoD has not indicated how it will manage its group so
the Internet community assumed (1) for its own.
» The fifth group was approved by IAB to be:
— (1) for the use of OSI directory in the Internet
— (2) for objects identification for management purposes
— (3) for objects identification for experimental purposes
— (4) for objects identification for private use.

In the example the {system 1} beside the object name means that the object
identifier is 1.3.6.1.2.1.1.1. It is the first object in the first group (system) in the
Management Information Base (MIB).

4.11.4 Management Information Base (MIB)

216

The MIB defines the objects that may be managed for each layer in the TCP/IP
protocol. There are two versions: MIB-I and MIB-Il. MIB-I was defined in RFC
1156, and is now classified as a historic protocol with a status of not
recommended.
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Table 9. Management Information Base Il (MIB-1l). Group definition.
Group Objects for #
System Basic system information
Interfaces Network attachments 23
AT Address translation 3
P Internet protocol 38
ICMP Internet control message protocol 26
TCP Transmission control protocol 19
UDP User datagram protocol 7
EGP Exterior gateway protocol 18
SNMP SNMP applications entities 30
Legend:
#=Number of objects in the group

Each managed node supports only those groups that are appropriate. For example,
if there is no gateway, the EGP group need not be supported. But if a group is
appropriate, all objects in that group must be supported.

The list of managed objects defined has been derived from those elements
considered essential. This approach of taking only the essential objects is not
restrictive, since the SMI provides extensibility mechanisms such as definition of a
new version of the MIB and definition of private or non-standard objects.

Below are some examples of objects in each group. The complete list is defined in
RFC 1213. Please also refer to RFC 2011, RFC 2012 and RFC 2013 for updated
information of IP, TCP and UDP.

e System Group

— sysDescr - Full description of the system (version, HW, OS)
— sysObijectID - Vendor's object identification

— sysUpTime - Time since last re-initialization

— sysContact - Name of contact person

— sysServices - Services offered by device

e |Interfaces Group

— ifIndex - Interface number

— ifDescr - Interface description

— ifType - Interface type

— ifMtu - Size of the largest IP datagram

— ifAdminisStatus - Status of the interface

— ifLastChange - Time the interface entered in the current status
— ifINErrors - Number of inbound packets that contained errors
— ifOutDiscards - Number of outbound packets discarded

¢ Address Translation Group

— atTable - Table of address translation

— atEntry - Each entry containing one network address to physical address
equivalence

— atPhysAddress - The media-dependent physical address

— atNetAddress - The network address corresponding to the
media-dependent physical address
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e |IP Group

ipForwarding - Indication of whether this entity is an IP gateway
ipInHdrErrors - Number of input datagrams discarded due to errors in their
IP headers

ipInAddrErrors - Number of input datagrams discarded due to errors in their
IP address

ipInUnknownProtos - Number of input datagrams discarded due to
unknown or unsupported protocol

ipReasmOKs - Number of IP datagrams successfully re-assembled

e |ICMP Group

icmplnMsgs - Number of ICMP messages received

icmplnDestUnreachs - Number of ICMP destination-unreachable messages
received

icmpIinTimeExcds - Number of ICMP time-exceeded messages received
icmpInSrcQuenchs - Number of ICMP source-quench messages received
icmpOutErrors - Number of ICMP messages not sent due to problems
within ICMP

e TCP Group

tcpRtoAlgorithm - Algorithm to determine the timeout for retransmitting
unacknowledged octets

tcpMaxConn - Limit on the number of TCP connections the entity can
support

tcpActiveOpens - Number of times TCP connections have made a direct
transition to the SYN-SENT state from the CLOSED state

tcpInSegs - Number of segments received, including those received in error
tcpConnRemAddress - The remote IP address for this TCP connection
tcplnErrs - Number of segments discarded due to format error

tcpOutRsts - Number of resets generated

e UDP Group

udpinDatagrams - Number of UDP datagrams delivered to UDP users
udpNoPorts - Number of received UDP datagrams for which there was no
application at the destination port

udplnErrors - Number of received UDP datagrams that could not be
delivered for reasons other than the lack of an application at the destination
port

udpOutDatagrams - Number of UDP datagrams sent from this entity

e EGP Group

egplnMsgs - Number of EGP messages received without error
egplnErrors - Number of EGP messages with errors

egpOutMsgs - Number of locally generated EGP messages
egpNeighAddr - The IP address of this entry's EGP neighbor
egpNeighState - The EGP state of the local system with respect to this
entry's EGP neighbor

This is not the complete MIB definition but it is presented as an example of the
objects defined in each group. These modules currently support IPv4.

To illustrate this, the Interfaces Group contains two top-level objects: the number
of interface attachments on the node (ifNumber) and a table containing information
on those interfaces (ifTable). Each entry (ifEntry) in that table contains the objects

218 TCP/IP Tutorial and Technical Overview



for a particular interface. Among those, the interface type (ifType) is identified in the

MIB tree using the ASN.1 notation by 1.3.6.1.2.1.2.2.1.3. and for a token-ring
adapter the value of the corresponding variable would be 9, which means
is088025-tokenRing (see Figure 134).

| Object Identifier
I

1ISO CCITT Joint-ISO-
1) %) CCITT (3)
L 1
Other intnl
organiz. (3)
US Dept. of

Defense (6)

IAB Assumed by IAB RFC
1) 1155
— [ [ |
Directory Mgmt Experimentl Private
(1) ) ®) @)
I
MIB
1)
|
[ | [ |
System Interfaces Address 1P
) 7)) Translation (3) 4)
| I
ifNumber ifTable
1) (2
|
ifEntry
1)
[ i I |
iflndex ifDescr ifType ifMtu
&) ) ©) 4)
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Figure 134. MIB-II - Object Identifier Allocation for TCP/IP-based Network

4.11.4.1 I1BM-Specific MIB Part
IBM has added the following objects in the MIB-Il database:

* IBM SNMP agent DPI UDP port
DPI_port 1.3.6.1.4.1.2.2.1.1. number 2

* IBM "ping" round-trip-time table

RTTaddr 1.3.6.1.4.1.2.2.1.3.1. internet 60
minRTT 1.3.6.1.4.1.2.2.1.3.2. number 60
maxRTT 1.3.6.1.4.1.2.2.1.3.3. number 60
aveRTT 1.3.6.1.4.1.2.2.1.3.4. number 60
RTTtries 1.3.6.1.4.1.2.2.1.3.5. number 60
RTTresponses 1.3.6.1.4.1.2.2.1.3.6. number 60
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Where:

e DPI_port returns the port number between the agent and the subagent.

e *RTT* allows an SNMP manager to ping remote hosts. RTT stands for Round

Trip Table.

— RTTaddr: host address

— mIinRTT: minimum round trip time
— maxRTT: maximum round trip time
— aveRTT: average round trip time

— RTTtries: number of pings yet to be performed
— RTTresponses: number of responses received

4.11.5 Simple Network Management Protocol (SNMP)

The SNMP added the improvement of many years of experience in SGMP and
allowed it to work with the objects defined in the MIB with the representation

defined in the SIM.

RFC 1157 defines the Network Management Station (NMS) as the one that
executes network management applications (NMA) that monitor and control network
elements (NE) such as hosts, gateways and terminal servers. These network
elements use a management agent (MA) to perform the network management
functions requested by the network management stations. The Simple Network
Management Protocol (SNMP) is used to communicate management information
between the network management stations and the agents in the network elements.

NMS NMS
NMA NMA
SNMP SNMP SNMP SNMP
MA MA MA MA
MIB MIB MIB MIB
NE NE NE NE

NMS - Network Management Station
NMA - Network Management Application
NE - Network Management Station

MA - Management Agent

MIB - Management Information Base

3376B\3376FDOS

Figure 135. SNMP - Components of the Simple Network Management Protocol
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All the management agent functions are only alterations (set) or inspections (get) of
variables limiting the number of essential management functions to two and
avoiding more complex protocols. In the other direction, from NE to NMS, a limited
number of unsolicited messages (traps) are used to indicate asynchronous events.
In the same way, trying to preserve the simplicity, the interchange of information
requires only an unreliable datagram service and every message is entirely and
independently represented by a single transport datagram. This means also that the
mechanisms of the SNMP are generally suitable for use with a wide variety of
transport services. The RFC 1157 specifies the exchange of messages via the UDP
protocol, but a wide variety of transport protocols can be used.

The entities residing at management stations and network elements that
communicate with one another using the SNMP are termed SNMP application
entities. The peer processes that implement it are the protocol entities. An SNMP
agent with some arbitrary set of SNMP application entities is called an SNMP
community, where each one is named by a string of octets that need to be unique
only to the agent participating in the community.

A message in the SNMP protocol consists of a version identifier, an SNMP
community name and a protocol data unit (PDU). It is mandatory that all
implementations of the SNMP support the five PDUs:

* GetRequest: Retrieve the values of a specific object from the MIB.
* GetNextRequest: Walk through portions of the MIB.
e SetRequest: Alter the values of a specific object from the MIB.

¢ GetResponse: Response from a GetRequest, a GetNextRequest and a
SetRequest.

e Trap: Capability of the network elements to generate events to network
management stations such as agent initialization, agent restart and link failure.
There are seven trap types defined in RFC 1157: coldStart, warmStart,
linkDown, linkUp, authenticationFailure, egpNeighborLoss and
enterpriseSpecific.

The formats of these messages are as follows:
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Version Community Data (PDU) Basic Layout

Request ID | Error Status Error Index VarBindList

Get - Request PDU format

Get - Next - Request PDU
format VarBind VarBind

Set - Request PDU format

.................................

VarBind VarBind

Version Community Data (PDU) Basic Layout

Enterprise | Agent-addr | Generic trap | Specific trap | VarBindList

Trap PDU format 3376B\3376FDOT

Figure 136. SNMP Message Format - Request, Set and Trap PDU format

4.11.6 Simple Network Management Protocol Version 2 (SNMPv2)
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The framework of Version 2 of the Simple Network Management Protocol
(SNMPv2) was published in April 1993 and consists of 12 RFCs including the first,
RFC 1441, which is an introduction. In August 1993 all 12 RFCs became a
proposed standard with the status elective.

This framework consists of the following disciplines:
e Structure of Management Information (SMI)

Definition of the OSI ASN.1 subset for creating MIB modules. See RFC 1902
for a description.
* Textual conventions

Definition of the initial set of textual conventions available to all MIB modules.
See RFC 1903 for a description.
e Protocol operations

Definition of protocol operations with respect to the sending and receiving of
PDUs. See RFC 1905 for a description.
e Transport mappings

Definition of mapping SNMPv2 onto an initial set of transport domains because
it can be used over a variety of protocol suites. The mapping onto UDP is the
preferred mapping. The RFC also defines OSI, DDP, IPX etc. See RFC 1906
for a description.

e Protocol instrumentation
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Definition of the MIB for SNMPv2. See RFC 1907 for a description.
e Administrative framework

Definition of the administrative infrastructure for SNMPv2, the user-based
security model for SNMPv2 and the community-based SNMPv2. See RFCs
1909, 1910 and 1901 for descriptions.

e Conformance statements

Definition of the notation compliance or capability of agents. See RFC 1904 for
a description.

The following sections describe the major differences and improvements from
SNMPv1 to SNMPv2.

4.11.6.1 SNMPV2 Entity

An SNMPV2 entity is an actual process that performs network management
operations by generating and/or responding to SNMPv2 protocol messages by
using the SNMPv2 protocol operations. All possible operations of an entity can be
restricted to a subset of all possible operations that belong to a particular
administratively defined party (please refer to 4.11.6.2, “SNMPv2 Party” below). An
SNMPV2 entity could be member of multiple SNMPv2 parties. The following local
databases are maintained by an SNMPv2 entity:

¢ One database for all parties known by the SNMPv2 entity which could be:
— Operation realized locally
— Operation realized by proxy interactions with remote parties or devices
— Operation realized by other SNMPv2 entities

¢ Another database that represents all managed object resources that are known
to that SNMPV2 entity.

e And at least a database that represents an access control policy that defines
the access privileges accorded to known SNMPv2 parties

An SNMPV2 entity can act as an SNMPv2 agent or manager.

4.11.6.2 SNMPv2 Party

An SNMPV2 party is a conceptual, virtual execution environment whose operation
is restricted, for security or other purposes, to an administratively defined subset of
all possible operations of a particular SNMPv2 entity (please refer to 4.11.6.1,
“SNMPv2 Entity” above). Architecturally, each SNMPv2 party comprises:

e A single, unique party identity

¢ A logical network location at which the party executes, characterized by a
transport protocol domain and transport addressing information

¢ A single authentication protocol and associated parameters by which all
protocol messages originated by the party are authenticated as to origin and

integrity

* A single privacy protocol and associated parameters by which all protocol
messages received by the party are protected from disclosure
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4.11.6.3 GetBulkRequest

The GetBulkRequest is defined in RFC 1905 and is thus part of the protocol
operations. A GetBulkRequest is generated and transmitted as a request of an
SNMPv2 application. The purpose of the GetBulkRequest is to request the
transfer of a potentially large amount of data, including, but not limited to, the
efficient and rapid retrieval of large tables. The GetBulkRequest is more efficient
than the GetNextRequest in case of retrieval of large MIB object tables. The
syntax of the GetBulkRequest is:

GetBulkRequest [ non-repeaters = N, max-repetitions = M ]
( RequestedObjectNamel,
RequestedObjectName2,
RequestedObjectName3 )

Where:

RequestedObjectNamel, 2, 3
MIB object identifier such as sysUpTime etc. The objects are in a
lexicographically ordered list. Each object identifier has a binding to at
least one variable. For example, the object identifier
ipNetToMediaPhysAddress has a variable binding for each IP address in
the ARP table and the content is the associated MAC address.

N Specifies the non-repeaters value, which means that you request only
the contents of the variable next to the object specified in your request
of the first N objects named between the parentheses. This is the same
function as provided by the GetNextRequest.

M Specifies the max-repetitions value, which means that you request from
the remaining (number of requested objects - N) objects the contents of
the M variables next to your object specified in the request. Similar to
an iterated GetNextRequest but transmitted in only one request.

With the GetBulkRequest you can efficiently get the contents of only the next
variable or the next M variables in only one request.

Assume the following ARP table in a host that runs an SNMPv2 agent:

Interface-Number Network-Address Physical-Address Type

1 10.0.0.51 00:00:10:01:23:45 static
1 9.2.3.4 00:00:10:54:32:10 dynamic
10.0.0.15 00:00:10:98:76:54 dynamic

An SNMPv2 manager sends the following request to retrieve the sysUpTime and
the complete ARP table:

GetBulkRequest [ non-repeaters = 1, max-repetitions = 2 ]
( sysUpTime,
ipNetToMediaPhysAddress,
ipNetToMediaType )

The SNMPv2 entity acting in an agent role responds with a response PDU:

Response (( sysUpTime.0 = "123456" ),
( ipNetToMediaPhysAddress.1.9.2.3.4 =
"000010543210" ),
( ipNetToMediaType.1.9.2.3.4 = "dynamic" ),
( ipNetToMediaPhysAddress.1.10.0.0.51 =
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"000010012345" ),
( ipNetToMediaType.1.10.0.0.51 = "static" ))

The SNMPv2 entity acting in a manager role continues with:

GetBulkRequest [ non-repeaters = 1, max-repetitions = 2 ]
( sysUpTime,
ipNetToMediaPhysAddress.1.10.0.0.51,
ipNetToMediaType.1.10.0.0.51 )

The SNMPv2 entity acting in an agent role responds with:

Response (( sysUpTime.0 = "123466" ),
( ipNetToMediaPhysAddress.2.10.0.0.15 =
"000010987654" ),
( ipNetToMediaType.2.10.0.0.15 =
"dynamic" ),
( ipNetToMediaNetAddress.1.9.2.3.4 =
"9.2.3.4" ),
( ipRoutingDiscards.®0 = "2" ))

This response signals the end of the table to the SNMPV2 entity acting in a
manager role. With the GetNextRequest you would have needed four requests to
retrieve the same information. If you had set the max-repetition value of the
GetBulkRequest to three, in this example, you would have needed only one
request.

4.11.6.4 InformRequest

An InformRequest is generated and transmitted as a request from an application in
an SNMPv2 manager entity that wishes to notify another application, acting also in
an SNMPv2 manager entity, of information in the MIB view!! of a party local to the
sending application. The packet is used as an indicative assertion to the manager
of another party about information accessible to the originating party
(manager-to-manager communication across party boundaries). The first two
variables in the variable binding list of an InformRequest are sysUpTime.0 and
snmpEventlID.i*? respectively. Other variables may follow.

4.11.7 MIB for SNMPv2

This MIB defines managed objects that describe the behavior of the SNMPv2
entity.

Note: This is not a replacement of the MIB-II.

Following are some object definitions to get an idea of the contents:

sysName OBJECT-TYPE

SYNTAX DisplayString (SIZE (0..255))

MAX-ACCESS read-write

STATUS current

DESCRIPTION
"An administratively-assigned name for this managed node.
By convention, this is the node's fully-qualified domain
name. If the name is unknown, the value is the zero-length

11 A MIB view is a subset of the set of all instances of all object types defined according to SMI.
12 snmpEventID.i is an SNMPv2 manager-to-manager MIB object that shows the authoritative identification of an event.
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4.11.8

string."
::= { system 5 }

warmStart NOTIFICATION-TYPE

STATUS current

DESCRIPTION
"A warmStart trap signifies that the SNMPv2
entity, acting in an agent role, is reinitializing
itself such that its configuration is unaltered."

::= { snmpTraps 2 }

Single Authentication and Privacy Protocol
The authentication protocol provides a mechanism by which SNMPv2 management
communications, transmitted by a party, can be reliably identified as having
originated from that party.

The privacy protocol provides a mechanism by which SNMPv2 management
communications transmitted to a party are protected from disclosure.

Principal threats against which the SNMPv2 security protocol provides protection

are:

Modification of information
Masquerade
Message stream modification

Disclosure

The following security services provide protection against the above threats:

Data integrity

Provided by the MD5 message digest algorithm. A 128-bit digest is calculated
over the designated portion of a SNMPv2 message and included as part of the
message sent to the recipient.

Data origin authentication

Provided by prefixing each message with a secret value shared by the
originator of that message and its intended recipient before digesting.

Message delay or replay
Provided by including a time stamp value in each message.
Data confidentiality

Provided by the symmetric privacy protocol which encrypts an appropriate
portion of the message according to a secret key known only to the originator
and recipient of the message. This protocol is used in conjunction with the
symmetric encryption algorithm, in the cipher block chaining mode, which is
part of the Data Encryption Standard (DES). The designated portion of an
SNMPv2 message is encrypted and included as part of the message sent to
the recipient.
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4.11.9 The New Administrative Model

It is the purpose of the Administrative Model for SNMPv2 to define how the
administrative framework is applied to realize effective network management in a
variety of configurations and environments.

The model entails the use of distinct identities for peers that exchange SNMPv2
messages. Thus, it represents a departure from the community-based
administrative model of the original SNMPv1. By unambiguously identifying the
source and intended recipient of each SNMPv2 message, this new strategy
improves upon the historical community scheme both by supporting a more
convenient access control model and allowing for effective use of asymmetric
(public key) security protocols in the future. Please refer to Figure 137 for the new
message format.

- IP datagram -
- UDP datagram >
- SnmpPrivMsg
- SnmpAuthMsg >
- SnmpMgmtCom >
- PDU >
IP Header|UDP |priv|]auth|dst |src [con-|request|error |error [ name | value // name | value
Header|Dst|info | Party| Party| text | ID status|index
1/
Ik request| non |max | name | value // name | value
Get Bulk Request PDU || repeaf repts
//
3376B\3376FDOV

Figure 137. SNMP Version 2 Message Format

PDU Includes one of the following protocol data units:

¢ GetNextRequest
¢ GetRequest

e Inform

* Report

¢ Response

e SNMPv2-Trap
¢ SetRequest

The GetBulkRequest has a different PDU format as shown above
(please also refer to 4.11.6.3, “GetBulkRequest” on page 224).

Note: The SNMP trap now has the same format as all the other
requests.

SnmpMgmtCom (SNMP Management Communication)
Adds the source party ID (srcParty), the destination party ID (dstParty)
and the context to the PDU. The context specifies the SNMPv2 context
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4.11.10 Simple

containing the management information referenced by the
communication.

SnmpAuthMsg
This field is used as authentication information from the authentication
protocol used by that party. The SnmpAuthMsg is serialized according
to ASN.1 BER® and can then be encrypted.

SnmpPrivMsg SNMP Private Message
An SNMPvV2 private message is an SNMPv2 authenticated management
communication that is (possibly) protected from disclosure. A private
destination (privDst) is added to address the destination party.

The message is then encapsulated in a normal UDP/IP datagram and sent to the
destination across the network.

For further information please refer to the above mentioned RFCs.

Network Management Protocol Version 3 (SNMPv3)

At the time of writing, the framework of SNMPV3 is not specified entirely. SNMPv3
will probably have the same architecture with some more functions and
components. Actually, SNMP applications are specified to support SNMPV3.
According to the current draft documents, SNMPv3 is an extensible SNMP
framework that is added to SNMPv2. SNMPv3 is supposed to support the following;

¢ A new SNMP message format
e Security for messages

e Access control

Since SNMP has a modular structure, the need of changing a module, most of the
time does not impact the other modules directly. This allows you to define SNMPv3
over existing model easily. For example, to add a new SNMP message format, it
will be enough to upgrade message processing model. Furthermore, since it is
needed to support SNMPv1 and SNMPv2 messages as well, it can be achieved to
add the new SNMPv3 message module in to message processing subsystem. The
following figure illustrates this structure.

13 ASN.1 BER specifies the Basic Encoding Rules according to ISO 8825 which are used in OSI Abstract Syntax Notation one.
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Message Processing Subsystem

SNMPV1 SNMPV2 SNMPV3 Other
Message Message Message Message
Processing Processing Processing Processing
Model Model Model Model
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Figure 138. SNMP - Message Processing Subsystem

4.11.11 References

The following RFCs define the Simple Network Management Protocol and the
information kept in a system:

RFC 1052 - IAB Recommendations for the Development of Internet Network
Management Standards

RFC 1085 - ISO Presentation Services on Top of TCP/IP-Based Internets
RFC 1155 - Structure and Identification of Management Information for
TCP/IP-Based Internets

RFC 1157 - A Simple Network Management Protocol (SNMP)

RFC 1213 - Management Information Base for Network Management of
TCP/IP-Based Internets: MIB-Il

RFC 1215 - Convention for Defining Traps for Use with the SNMP

RFC 1228 - SNMP-DPI: Simple Network Management Protocol Distributed
Programming Interface

RFC 1239 - Reassignment of Experimental MIBs to Standard MIBs

RFC 1351 - SNMP Administrative Model

RFC 1352 - SNMP Security Protocols

RFC 1441 - Introduction to Version 2 of the Internet-Standard Network
Management Framework

RFC 1592 - Simple Network Management Protocol Distributed Protocol
Interface Version 2.0

RFC 1748 - IEEE 802.5 Token-Ring MIB

RFC 1901 - Introduction to Community-Based SNMPv2

RFC 1902 - Structure of Management Information for Version 2 of the Simple
Network Management Protocol (SNMPV2)

RFC 1903 - Textual Conventions for Version 2 of the Simple Network
Management Protocol (SNMPv2)

RFC 1904 - Conformance Statements for Version 2 of the Simple Network
Management Protocol (SNMPv2)

RFC 1905 - Protocol Operations for Version 2 of the Simple Network
Management Protocol (SNMPv2)

RFC 1906 - Transport Mappings for Version 2 of the Simple Network
Management Protocol (SNMPv2)

RFC 1907 - Management Information Base for Version 2 of the Simple Network
Management Protocol (SNMPv2)
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e RFC 1909 - An Administrative Infrastructure for SNMPv2

e RFC 1910 - User-Based Security Model for SNMPv2

e RFC 2011 - SNMPv2 Management Information Base for the Internet Protocol
Using SMiv2

e RFC 2012 - SNMPv2 Management Information Base for the Transmission
Control Protocol Using SMiIv2

e RFC 2013 - SNMPv2 Management Information Base
for the User Datagram Protocol Using SMiv2

e RFC 2271 - An Architecture for Describing SNMP Management Frameworks

e RFC 2273 - SNMPv3 Applications

4.12 Remote Printing (LPR and LPD)

The line printer requester (LPR) allows access to printers on other computers
running the line printer daemon (LPD) as though they were on your computer. The
clients provided (LPR, LPQ, LPRM or LPRMON or LPRPORTD) allow the user to
send files or redirect printer output to a remote host running a remote print server
(LPD). Some of these clients can also be used to query the status of a job, as well
as to delete a job. For more information about remote printing, see RFC 1179.

4.13 Network File System (NFS)

The SUN Microsystems Network File System (NFS) protocol enables machines to
share file systems across a network. The NFS protocol is designed to be machine-,
operating system-, and transport protocol-independent. This is achieved through
implementation on top of Remote Procedure Call (see 4.19.2, “Remote Procedure
Call (RPC)” on page 252). RPC establishes machine independence by using the
External Data Representation convention.

SUN-NFS is a proposed standard protocol. Its status is elective. The current NFS
specification can be found in RFC 1813 NFS: NFS Version 3 Protocol Specification.

4.13.1 NFS Concept

NFS allows authorized users to access files located on remote systems as if they
were local. Two protocols serve this purpose:

1. The Mount protocol to specify the remote host and file system to be accessed
and where to locate them in the local file hierarchy
2. The NFS protocol to do the actual file I/O to the remote file system

Both the Mount and NFS protocols are RPC applications (caller/server concept)
and are transported by both TCP and UDP.

4.13.1.1 Mount Protocol

The Mount protocol is an RPC application shipped with NFS. It is program number
100005. The Mount protocol is transported by both TCP and UDP. Mount is an
RPC server program and provides a total of six procedures:

NULL Does nothing. Useful for server response testing.

MNT Mount function Returns a file handle pointing to the directory.
DUMP Returns the list of all mounted file systems.

UMNT Removes a mount list entry.

UMNTALL Removes all mount list entries for this client.

EXPORT Returns information about the available file systems.
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The MOUNT call returns a file handle to the directory. The file handle is a
variable-length array of 64 bytes maximum, which will be used subsequently by the
client to access files. File handles are a fundamental part of NFS because each
directory and file will be referenced through a handle. Some implementations will
encrypt the handles for security reasons. (For example, NFS on VM can optionally
use the VM encryption programs to provide this.)

The user interface to this RPC application is provided through the MOUNT
command. The user issues a MOUNT command to locate the remote file system in
his or her own file hierarchy.

For example, consider a VM NFS server. The concept of subdirectories
(hierarchical file system) does not exist here; there are only minidisks (to be
considered as one directory each). Now consider an AlX client. (AIX does have a
subdirectory file system.) The client can access the user 191 VM minidisk as its
local subdirectory /u/vm/first by issuing the MOUNT command:

MOUNT -o options
host:user.191,ro,pass=password,record=type,names=action

/u/vm/first
Where:
options System options such as message size.
host The TCP/IP name of the remote host.
user VM user ID.
191 Minidisk address.
pass= Link password that will allow the NFS machine to access the minidisk.
record= Specifies what translation processing is to be done on the CMS
records:
binary  No processing performed.
text Code conversion between EBCDIC (server) and ASCII
(client).
nl EBCDIC-to-ASCII translation, and new line characters are
interpreted as CMS record boundaries.
names= Specifies the handling of a file name:
fold File names supplied by the client are translated to
uppercase.

mixed File names are used as supplied by the client.

If no name translation option is specified, case folding is performed
and, in addition, client names that are not valid in CMS will be
converted into valid CMS names.

The result is that the VM minidisk is now seen by the client machine as a local
subdirectory:
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Server Client

RPC program MOUNT mount server-user.191
lulvm/first
NFS server
RPC API
root
user.191 minidisk etc. u
local vm
first . .
The VM minidisk is now accessed as
the /u/vm/first directory.
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Figure 139. NFS - Mount Command. The client mounts the VM minidisk user.191 as its
local directory /u/vm/first.

Obviously, the previous command:

MOUNT -o options host:user.191,ro,pass=password,record=type,names=action
Ju/vm/first

has three parts:

1. -0 options is the client part. It has to be understood by the NFS client only. This
means, it depends on the client host and is documented in the client's
documentation.

2. host:user.191,ro,....,names=action is the server part. The syntax depends on
the server's file system. (Obviously, user.191 does not mean anything to an
MVS NFS server.) Refer to the documentation of the NFS server to know what
parameters it will accept.

3. /ulvmffirst is a client part and is called the mount point, that is, where the
remote file system will be hooked on the local file system.

The UMOUNT command removes the remote file system from the local file
hierarchy. Following the example abovem the following command will remove the
/ulvm/first directory:

UMOUNT /u/vm/first

4.13.1.2 NFS Protocol

NFS is the RPC application program providing file I/O functions to a remote host,
once it has been requested through a MOUNT command. It has program number
100003 and sometimes uses IP port 2049. As this is not an officially assigned port
and several versions of NFS (and mount) already exist, port numbers may change.
It is advised to go to Portmap (port number 111) (see “Portmap or Portmapper” on
page 255) to obtain the port numbers for both the Mount and NFS protocols. The
NFS protocol is transported by both TCP and UDP.

The NFS program supports 22 procedures, providing for all basic 1/0 operations
such as:
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ACCESS Resolves the access rights, according to the set of
permissions of the file for that user.

LOOKUP Searches for a file in the current directory and if found,
returns a file handle pointing to it plus information on the
file's attributes.

READ and WRITE Basic read/write primitives to access the file.

RENAME Renames a file.

REMOVE Deletes a file.

MKDIR and RMDIR Creation/deletion of subdirectories.

GET and SET-ATTR  Gets or sets file attributes.

Other functions are also provided.

These correspond to most of the file I/O primitives used in the local operating
system to access local files. In fact, once the remote directory is mounted, the
local operating system just has to re-route the file /0O primitives to the remote host.
This makes all file 1/0Os look alike, regardless of whether the file is located locally or
remotely. The user can operate his or her normal commands and programs on
both kinds of files; in other words, this NFS protocol is completely transparent to
the user (see Figure 140).

Server Client

Application
READ(filel,block);

NFS application

operating system

RPC NFS RPC | I/O primitives
| T T |
server local
DASD UDP/IP DASD
filel 3376aFDOL

Figure 140. NFS - File I/O. Intercepted at the operating system level, thereby making it
transparent to the user.

4.13.1.3 File Integrity

Since NFS is a stateless protocol, there is a need to protect the file integrity of the
NFS-mounted files. Many implementations have the Lock Manager protocol for this
purpose. Sometimes, multiple processes might open the same file simultaneously.
If the file is opened for merely read access, every process will get the most current
data. If there is more than one processes writing to the file at one time, the
changes made by writers should be coordinated and at the same time the most
accurate changes should be given to the readers. If some part of the file is cached
on each client's local system, it becomes a more complicated job to synchronize
the writers and readers accordingly. Though they might not occur so frequently,
these incidents should be taken into consideration.

Lock Manager Protocol: ~ This protocol allows client and server processes to
exclude the other processes when they are writing to the file. When a process locks
the file for exclusive access, no other process can access the file. When a process
locks the file for shared access, the other processes can share the file but cannot
initiate an exclusive access lock. If any other process request conflicts with the
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locking state, either the process waits until the lock is removed or it may return an
error message.

4.13.1.4 NFS File System

NFS assumes a hierarchical file system (directories). Files are unstructured streams
of uninterpreted bytes; that is, files are seen as a contiguous byte stream, without
any record-level structure.

This is the kind of file system used by AIX and PC/DOS, so these environments will
easily integrate an NFS client extension in their own local file system. File systems
used in VM and MVS lend themselves less readily to this kind of extension.

With NFS, all file operations are synchronous. This means that the file-operation
call only returns when the server has completed all work for this operation. 